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General syntax

Table 1. Document syntax

Item Convention
Menu items, dialog box titles, field names, keys Bold

Mouse click required Click:
Command to run # command

User Input

Monospace Font

User typing required

Type:

Website addresses

http://www.compellent.com

Email addresses

info@compellent.com

Conventions

/

Note

Cr

Timesaver

>

Caution

=
!
3
a

Notes are used to convey special information or instructions.

Timesavers are tips specifically designed to save time or reduce the number of steps.

Caution indicates the potential for risk including system or data damage.

Warning indicates that failure to follow directions could result in bodily harm.
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Introduction

Purpose

This document is intended to provide a general overview of switch connectivity to the Dell™
Compellent™ Storage Center™ SAN. Both Ethernet and Fibre Channel network switches will be
discussed. In each given technology, the basic concepts will be discussed in relation to the storage
centric nature of the Dell Compellent product. Examples given can be considered best practice for
most cases under general use. However they are not to be considered the only possible solutions for
storage connectivity. Each individual user will need to determine what their specific storage and
connectivity needs are. Use this paper as a guide to deploy the specific topology needed to satisfy each
unique customer's requirements.

The intended audience for this document is SAN administrators with a working knowledge of both iSCSI
and Fibre Channel networks. The switch fabric discussed here will be Cisco centric with both FC and
Ethernet. However all concepts will apply to any network that complies with the industry standards.
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Storage area network

Fibre Channel

The Storage Center product serves up block level storage to hosts through the use of interconnecting
switches. This allows for both the higher fan-out count and higher availability through clustered
controllers. Without the use of a storage area network, you would be limited to direct connections.
The Storage Center does support point-to-point connections. However this does not scale as well or
have the high availability of the clustered controllers. For these reasons most Storage Centers are
installed into a storage area network. A common term for this storage area network is a "fabric”. In this
paper the two terms may be used interchangeably. Hosts connect to the Storage Center through Fibre
Channel Host Bus Adapters, iSCSI Host Bus Adapters or through standard Ethernet Network Interface
Cards.

Storage Center front-end ports

The Dell Compellent Storage Center can be setup in a variety of different configurations. Network ports
on the Storage Center are referred to as Front-End or Back End. Hosts connect to the controllers
through the Front-End ports. The controllers connect to the physical disks through the Back End ports.
Since a network can give the clustered controllers the most benefit, this paper will focus on a clustered
Storage Center configuration.

Each controller has two or more ports connecting hosts. These are the Front-End ports. For the disk
connectivity to the Storage Center there are Back End ports. Currently these back end ports are Fibre
Channel or SAS. Back End ports are in their own private network from the controllers to the disk
enclosures. Once these are cabled up, there are no further configuration tasks.

Primary and reserve front-end ports

The Front-End ports are used for host to storage connectivity. With the Storage Center today, these are
either 4Gb/s Fibre Channel or 1Gb/s Ethernet. The Front-End ports work in pairs with the cluster
configuration. Each primary port on a controller has a corresponding reserve port on the peer
controller. This pairing of Front-End ports is referred to as a Fault Domain.
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Fault domains with cluster controllers

The host has connectivity to the Storage Center cluster through one or more primary ports. During a
firmware upgrade, controller reboot or hardware failure, the primary port to the host will go off line.
The reserve port in the same fault domain will now assume the identity of the primary port. The host
will see the connectivity stop for a brief time, and then receive an RSCN (Registered State Change
Notification) from the fabric. This will tell the host to retry and then find the original connectivity now
found on the reserve port in the fabric. This procedure is all handled by the fabric, HBA and driver. The
OS will have little or no knowledge of the event (it may be logged or there may be a console message).
The 1/0 continues on the reserve port until the event is finished or resolved. The administrator can
now intervene to set the main I/0 path back to the original primary port in the fault domain.

Fabrics and zoning

One or more switches connected together can be considered "one fabric". Within the fabric you can
further partition with a function known as zoning. Zoning restricts communication within the network.
Fibre Channel fabrics are partitioned off, or zoned in two basic ways. This fabric function segregates
ports among themselves to isolate communication.

Fabrics

A fabric can consist of just one switch or many. They interconnect and can interact as one larger
virtual switch. The host sees only a fabric and is not aware of how many switches are involved. All
inter-switch routing is done by the fabric services and no manual intervention is required. There are
also newer technologies that will allow communications between fabrics. This like-IP routing would be
a manual configuration. These technologies will not be discussed in this paper.

Zones

Within the fabric it will become necessary to restrict communications between ports. This is done
through the use of Fibre Channel zoning. A zone will isolate traffic by means of a port address (hard
zone) or by worldwide name used on the device itself (soft zone). Either method will restrict fibre
channel frames to within the defined zone. Each vendor may have slight differences in implementing
these methods but the overall operation is the same.

Since block level storage over a network is an extension of the SCSI protocol from the host to the LUN,
zoning prevents one host from interfering with another host. A zone with each host port to one Storage
Center cluster is a recommended best practice. Each host only knows of one target to communicate
with. Even though all hosts have the Storage Center ports in common, fabric services still isolate all
hosts. With this scenario the host has a private connection to a public device with the same security as
a dedicated SCSI cable.
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Ethernet and iSCSI VLANS

Ethernet networks have many similar characteristics to Fibre Channel along with others that are
unique. Ethernet evolved with different designs and uses. Gigabit Ethernet can be used for Storage
Area Network the same as Fibre Channel. However there are differences in technology that need to be
considered.

Like the Fibre Channel fabric, the Gigabit Ethernet network (or fabric, since storage is the primary use
here) can consist of one or many switches. They interconnect in a similar manner. The two major
differences of the topologies are the native speed and the partitioning used. Today the majority of
Ethernet is still 1Gb/s with 10Gb/s still in early adoption. Contrast that with the majority of Fibre
Channel using 2G/s or 4Gb/s links.

VLANs with storage area networks

As with Fibre Channel, there is typically a need to control communication with the network. The
partitioning commonly used for Ethernet networks is a method of segmenting the broadcast domain.
This is defining the network boundaries. This is either physical or using a virtual local area network or
VLAN. The major advantage of Gigabit Ethernet is the ubiquitous nature of the technology which in
turn gives it the much lower cost of implementation. This is quite different from Fibre Channel in that
you are not isolating host to storage but a group of hosts to storage. This technology is not as granular
as Fibre Channel zoning. All ports in the network or virtual network can communicate with each other.
The upper layer iSCSI protocols take this into account and can be used to control node communication.

Each vendor may have slightly different methods of implementing VLAN technology. They all operate
similar in theory. With VLANs you can separate networks. The data network can be separate from the
storage network. For most host storage this will be a flat network connection from HBA to Storage
Center without any gateway. Storage traffic can be routed off the flat network, however this may
affect performance. All of the management techniques used for the data network do apply to the
storage network. The administrator should realize that the storage network is being used in a different
fashion that the data network and manage it accordingly.
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Storage Center front-end ports

The Storage Center iSCSI ports are Gigabit Ethernet and can be setup in a host facing Front-End
configuration only. The Back End port configuration is the same for either an iSCSI Front-End or a Fibre
Channel Front-End. Both types of systems talk to the physical disks in the same fashion. Again, the
network will give the Storage Center controllers more flexibility so we will focus on that configuration.

Primary and reserve front-end ports

The Front-End is configured in the same manor with iSCSI as with Fibre Channel. The Front-End ports
work in pairs with the controller cluster configuration. Each primary port on a controller has a
corresponding reserve port on the peer controller. This pairing of Front-End ports is referred to as a
Fault Domain.

Fault domains with cluster controllers

As with Fibre Channel, the host has connectivity to the Storage Center cluster through one or more
primary ports. During a firmware upgrade, controller reboot or hardware failure, the primary port to
the host will go offline. The reserve port in the same fault domain will now assume the identity of the
primary port. The high level operation is similar to Fibre Channel failover, but the mechanics
underneath are very different. With Ethernet, there will be more host software involved with no
network services providing feedback of the event. The host’s network software stack will see that the
communication to the Storage Center has abruptly ended a session. The host will rebroadcast on the
network to find the original port. The reserve port in the fault domain will now have the primary’s
address. The host will find the same address now on a different physical network port and continue
communications. The OS will have little or no knowledge of the event. The HBA and the network driver
should be handling this procedure.
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Cisco MDS switches

Cisco Fibre Channel switches

The following section will give some examples of switch configuration examples using the Cisco 91xx
series of MDS switches with the Storage Center. These are intended to be followed as a guide and not
an exact step by step manual. This document will not explore every feature of the Cisco MDS Fibre
Channel switch. Each installation and site will have unique properties that must be taken into
consideration. For those questions beyond this guide, further online help or phone help from Dell
Compellent copilot may be required.

VSAN technology

With the MDS Fibre Channel switches, Cisco has the concept of a Virtual Storage Area Network with in
the switch. This would be very similar to the VLAN concept used in Ethernet switches. The VSAN is a
complete and isolated fabric which can be then partitioned down further with the use of zones. Like
the fabric, the Cisco VSAN can be one or many switches. Also the switch or switches can contain many
VSANs. It is up to the administrator to determine the method of implementing VSAN technology. Cisco
also provides the method of routing between these VSANs with their IVR or Inter VSAN Routing. This can
be a useful tool in merging exiting fabrics or migrating legacy equipment. The details of implementing
IVR are beyond the scope of this document.

Default VSAN

The Cisco MDS switch will have a default VSAN, this will be VSAN 1. This is fully functional and could be
used for production use. However it is considered a best practice to not use VSAN 1 and create another
VSAN for production use. Any number between 2 and 4093 can be used. VSAN 1 must be available for
the switch operating system to function. If there were ever a problem and the VSAN needed to be
removed, VSAN 1 would not allow this. Whereas the next numbered VSAN could be deleted and then
recreated to resolve the issue. This configuration can also add another layer of security since all ports
by default will be in VSAN 1. The ports will be completely isolated until the administrator places the
port in the proper VSAN for operation. This is a similar concept that is used with Cisco Ethernet switch
and their VLAN numbering scheme.
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Default port state

The port will have certain default configuration characteristics before the administrator intervenes. On
initial configuration, the administrator is asked whether to allow the port to power on in the "enable”
state or the "disable” state. For a matter of security, the default is a "disable"” state. This means the
administrator must enable the specific port before it can participate in the fabric. It must also be
placed in the correct VSAN. Another layer of security is that the default zoning rules for new ports are
to implicitly "deny all" communications to other ports. For the new port to communicate to any ports in
the VSAN, it must be placed into a zone and the zone into the zoneset, and then the zoneset activated.
These steps are by default and are in place for a higher level of security.

Multi-switch fabric

With the Cisco MDS switches there is no direct correlation between the VSAN and the physical switch.
One switch can have several VSANs or many physical switches can just be one VSAN. When using
multiple switches tied together, it can be advantageous to connect them with multiple links. As with
Cisco's Ethernet technology, these links (or ISL's for Inter Switch Link) can be bundled together to have
the aggregate bandwidth of all the links working together. The hosts and the Storage Center do not
have any knowledge of the ISL's and treat the entire fabric as one switched entity.

When multiple ISL's are tied together, Cisco refers to this as a “port channel.” You can configure up to
16 individual links together to form a port channel. In most cases there are only two to three links used
in the port channel. This port channel is treated as a physical interface. You can view statistics and
configure the port channel as you would any physical interface. The multiple links also can provide for
a higher availability of the ISL.

ISL trunk mode

The Fibre Channel ports can be configured in a variety of ways. If the port has a host or storage port
connected, then the port is in "access" mode. When another switch is connected to that port, it is in
"trunk” mode. With this trunk mode, you have the ability to either allow or deny any traffic from any
VSAN you choose. In most cases you will allow every VSAN to propagate to every switch. This can be
done by naming the specific VSAN numbers or by stating "allow VSAN all".
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Switch management standalone

The Cisco switches can be managed from the command line on a switch-by-switch basis. Most
administrators will choose not to use this method exclusively. There are two GUI based products used
to manage the switches, Device Manager and Fabric Manager.

The individual physical switches are managed by Device Manager. The administrator points a browser
to the switch IP address and the switch will install a Device Manager applet. If Java is not installed yet,
the administrator will be prompted to do so. For VSAN and zone management, the GUI product is Fabric
Manager. This is a Java based application that must be installed from a separate CD. The workstation
at which the install takes place will have a database to correspond to the configuration of the fabric.
Each of these management applications follows the version of firmware on the switch. So if the
firmware is upgraded, you may be prompted to upgrade your management applet. You can manage
switches from an offset of one or two revisions, but in a major revision difference, there may be some
key elements missing. Therefore it is best practice to keep your management programs at the same
revision level as the switch firmware.

When managing multiple switches in the fabric, one switch should be designated as the "seed" switch.
Even though all the switches are peers in the fabric, this seed switch will be the main contact into the
fabric. There should only be one administrator managing the fabric at a time. After each configuration
change, the administrator should distribute the database to all switches and save the configurations of
each switch. Also the configuration can be copied off to a TFTP server or FTP server for archive. In that
manor the site is protected against power failure or device failure.

Switch management enterprise

In larger accounts, there will be the need to have multiple administrators from many different client
stations. To address this requirement, Cisco has Fabric Manager Enterprise Edition. This application can
be installed on a separate server and then the administrators will connect as clients to this installation.
The database for the fabric and its configuration will now be in one place with proper file and
configuration locking to accommodate multiple administrators. This should be a separate server for this
dedicated application. It does not however have to be a physical server and can be run in a virtual
server environment. At this level a complete change level log and history should be implemented. With
many switches and administrators involved each change does have a potential for disruption. Each
installation will need to evaluate how they approach these challenges.
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Dell Compellent Storage Center

Storage Center front-end ports

The Storage Center front-end ports and used to communicate to the hosts on the SAN needing storage.
In a clustered Storage Center configuration there will be at a minimum 4 total front-end ports. There
will be 2 ports from each controller, 1 primary and 1 reserve for a total of 4. All 4 of these ports are
paired up for operation. Therefore they all must reside in the same VSAN. If more front-end ports are
used, typically these are place into the second fabric. In the case of Cisco, these ports will be placed
into a second VSAN.

Front-end zoning

All the front-end ports should be placed into a Storage Center zone. This zone will be used by Storage
Center to help determine the health and status of each controller. Each host which requires storage
from Dell Compellent should have its own zone. The host need only see the Front-end primary ports.
However, in most cases it does not affect operation if all primary and reserve ports are in the host
zone. Within the zone, the host port and the Storage Center front-end ports should reside. This can be
done manually for each host or the administrator can create an alias for the Storage Center and put
the host in a zone with the alias. This is an administrator preference and not a technical one.

Multi-path with multi-fabric

The purpose of clustered Storage Center controllers and dual fabrics (or two VSANs) is to provide higher
availability of storage to the host. If the Storage Center has 8 front-end ports, 4 in each VSAN or fabric,
then the host can have two connections to storage. This will provide redundant paths to storage. If
there were to be an issue with one fabric or VSAN, the host is still able to access storage from the
other path. The two paths to storage must be managed by the driver and or the operating system on
the host. Configuration of multi-path I/0 to storage is operating system specific. Refer to your OS
vendor for details.
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Best practice summary

Fibre Channel

Each switch vendor may implement features unique to their specific model. Below are some general
guidelines to follow when implementing a Fibre Channel network. Each tip may or may not apply to a
specific installation. Be aware that this is not an all-inclusive list.

The Dell Compellent Storage Center Front-End ports should reside in their own zone for
inter controller communications. This includes both the Primary ports and the Reserve
ports together. This should be independent of the host zones. Hard (port zone) zoning
is recommended here but soft zoning will also work.

Upon initial installation, all Front-End ports must see each other. If the WWN is not
known to the switch, a hard zone may be required at startup.

Hard zoning or soft zoning is an administrative preference. The Storage Center will
operate in either switch environment.

Create an Alias of the Storage Center Front-End ports.

Zone each host individually with the Storage Center Front-End Alias. Cisco can use soft
or hard zoning together. The host can be WWN or switch port.

Each port within a host should be in a separate zone. Certain cluster technologies may
be the only exception. This may require all host ports to be in one zone. Consult OS
vendor or Co-Pilot.

Keep consistent on the zone type and naming convention.

Always create new VSAN for production. VSAN 1 is then used for management tasks.
For higher availability use isolated dual fabrics or VSANs. Implement Multi-Path I/0
from hosts.

Leave the default Cisco zoning policy to deny port communications.

Always manage the Cisco fabric from the same switch. This will give Fabric Manager the
same consistent view of the fabric each session.

Oversubscription ratio can vary greatly depending on server 1/0 load. Each installation
should monitor both storage utilization and switch port utilization.

Inter switch links (ISLs) should be at least two, for redundancy and bandwidth. ISLs can
be added as more bandwidth is needed.

ISLs should be bundled together into a port channel.
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Best practice summary

iSCSI and Ethernet

Each manufacturer of Gigabit Ethernet switch may implement features unique to their specific model.
Below are some general tips to look for when implementing an iSCSI network infrastructure. Each tip
may or may not apply to a specific installation. Be aware that this is not an all-inclusive list.

Bi-Directional Flow Control enabled for all Switch Ports that carry iSCSI traffic,
including any inter switch links.

Separate networks or VLANs from data.

Separate iSCSI traffic multi-path traffic also.

Unicast storm control disabled on every switch that handles iSCSI traffic.
Multicast disabled at the switch level for any iSCSI VLANSs.

o Multicast storm control enabled (if available) when multicast cannot disabled.

Broadcast disabled at the switch level for any iSCSI VLANs.
o Broadcast storm control enabled (if available) when broadcast cannot disabled.

Routing disabled between regular network and iSCSI VLANSs.
o Use extreme caution if routing any storage traffic, performance of the network
can be severely affected. This should only be done under controlled and
monitored conditions.

Disable Spanning Tree (STP or RSTP) on ports which connect directly to end nodes (the
server or Dell Compellent controller's iSCSI ports.) If you must use it, enable the Cisco
PortFast option on these ports so that they are configured as edge ports.

Ensure that any switches used for iSCSI are of a non-blocking design.

Hard set for all switch ports and server ports for Gigabit Full Duplex if applicable.
When deciding which switches to use, remember that you are running SCSI traffic over
it. Be sure to use a quality managed enterprise class networking equipment. It is not
recommended to use SBHO (small business/home office) class equipment outside of
lab/test environments.
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Best practice summary

Jumbo Frame notes

Be aware that enabling Jumbo Frames will not automatically improve network performance. It will
improve certain types of data transfer that will take advantage of the 9K frame size. The type of
storage 1/0 on the network, network interface cards, NIC driver and switch type all can determine the
performance of an iSCSI network. Jumbo Frames is just one part of an overall network configuration.

Some switches have limited buffer sizes and can only support Flow Control or Jumbo
Frames, but not both at the same time. Dell Compellent strongly recommends choosing
Flow Control.
All devices connected through iSCSI network need to support 9k Jumbo Frames to take
full advantage of it.
o This means every switch, router, WAN Accelerator and any other network
device that will handle iSCSI traffic needs to support 9k Jumbo Frames.

If the customer is not 100% positive that every device in their iSCSI network supports
9k Jumbo Frames, then they should NOT turn on Jumbo Frames.
QLogic 4010 series cards (Early Dell Compellent iSCSI Cards) do not support Jumbo
Frames.
o In the Storage Center GUI default screen, expand the tree in the following
order Controllers->SN#(for the controller)->10 Cards->iSCSI->Highlight the port
and the general tab should list the model number in the description.

Because devices on both sides (server and SAN) need Jumbo Frames enabled, the
change to enable to disable Jumbo Frames is recommended during a maintenance
window. If servers have it enabled first, the Storage Center will not understand their
packets. If Storage Center enables it first, servers will not understand its packets.
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Best practice summary

Replication with remote instant replay

There are two types of replication between systems, Synchronous and Asynchronous. With Sync
replication, all writes at the primary site must be written at the secondary site before the host is given
the Acknowledgement that the data has been placed on disk. Therefore the network speed between
Sync replicating systems should be line speed. This would mean 1 Gigabit per second or higher. Slower
speeds can work, but the host will wait longer for the write Ack. This will affect performance and may
not be acceptable.

Async replication is a Storage Center feature that can be used over slower communication links. It will
also work well over faster links as well. The amount of data changing and the time to recovery are the
limiting factors to how well the solution will work. If the site has very little data changing from hour to
hour or day to day, a very slow link can keep the sites mirrored. There will be some time delay
between mirror copies; this is the period of time in which data may be risk. This is where replication
and recovery planning must take place. Each customer will need to evaluate their uptime needs. The
longer the time that is tolerated, the slower the communication link can be. If less time is tolerated,
then a faster and more expensive communication link must be in place. The Storage Center is very
flexible and can be configured to meet the specific business requirements of the end user.

Have a comprehensive plan on replication and recovery from the remote site.
Test recovery procedures after any changes to the environment.
Monitor link between sites for utilization.
With Fibre Channel, have all Storage Center Front-End ports from both systems in one
zone.
e  With iSCSI be sure proper routing is in place between sites. If using NAT, use the
properties/advanced tab to input the IQN of the target system.
e Under properties/advanced adjust the Window size to link speed. Slower links use
small size, faster can use larger size window.
o Adjust size to link. If a WAN accelerator is used, adjust size of window to the
accelerator box and let that appliance handle the speed of the WAN link.

e Latency can have a dramatic effect on any applications using remote storage. Anything
less than LAN/SAN speed should be thoroughly tested.

e Synchronous replication should be site, campus or metro centric. Write latency will be
a factor with some applications not tolerant of longer times.

e Network health monitoring from each site will help guide design decisions. Real time
statistics will tell the administrator what type of replication to use and how to
configure it.
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Appendix
Appendix A

McData fabric switches

Abridged McData information

The following is a few screen examples from a McData switch. Refer to copilot for complete McData
information. Switch administration with McData is done thru a standard browser to the IP address

of the switch. Enterprise Fabric Connectivity Manager (EFCM) is the imbedded program for managing
the switch.

—T

{= Sphereon 4400; Ti 2 - Windows Internet Explorer |L”E”ZI

6\:7 - |g http:/j172.31.36.219/Fabric_view_Fs htm Vl 43 | X | soogle |-P |

© Ele  Edt Wiew Favortes Tools Help

i Google |G+ v G0 B v | ¥% Bookmarksw B 138blocked 5 Check w4 Adtolink v | | Sendtow () Settings=
—_— I n e >

W ‘@Splmeuu%uu: Tely Sul MU 2 | | C - B b - [2hrage - G Tooks -

T Login  Administrator
™
\ EFcm j

Basic Edition

Last Updated 8/10/09 [12:19:07] (& Retresh

Topology from Tech_Sol_McD_2 (172.31.36.218) DomainID1 Domains in Fabric 1

(5%, DomsiniD 1
WWN  1000080088E36175
P 172.3°.38.219 Name Tech_Sal_McD_2
Stetus  Fully Operational b
WWN 1000080088E38175
IP 172.31.38.219

Firmwarz  08.00.00 76

Statu Fully Operational

Details

Dane % € mmternet H100% - .
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Port and switch information is listed under the details tab.
Under Configure you will find the zoning tab.

{= Sphereon 4400; Tech_Sol_McD_2 - Windows Internet Explorer

G.:_;. ~ | hitpsfi172 31.36.215/index_fs.htm ] [#2|[%] [zo00e ||2]-|
© File Edt Yiew Favorites Tools Help
Google |G- viGo @ B v | ¥y Bockmarksw Bh138blocked ‘P Check vy Autolink v | A0t [ Send tbow () Settings—

B8 B-Dor- G- ”

w4 ‘ 8 Suliereun 4400; Tely_Sul_MD_2 | |
k a o~ Model iame ~ Sphereon 4400
EFCM™ 4 @ SwitchName Tech_Sol_McD_2

5 = IP Address  172.31.36.219
Basic Edition

Domair ID 1

Fabric Product « Co e Se 'y Logs Mairts - Uparace Help

Product > Hard

Front View

Tech_Sol_McD_2
Fibre Channel Switch
Foxtrot Rack

Technical Solutions Group
1000080088E26175

004400
001

Mo
4G00228T
1060918

Firmware Level 09.00.00 76

Done

Last Updated 8/10/09

Login  Administrator

status @ Fully Operational

State  Online

8 € Internst

= Refresh

Hos  -
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From this screen is where you can choose hard zone (domain and port) or soft zone (WWN).
The zone is created and placed in a zoneset. When the zoneset is activated, the zoning is live

on the switch.

s Internet Explorer

e x|

© Flle Edit  View Favorites Tools  Help

| Google[GF ~7| G B~ | ¥ bookmarksw B3 138 blocked

P Check v

“§Adtolink » o) AutoFll (e Sendbow

() Settings=

% 4 [g@[r]

P - - oo - G Tadke -

8 spliereon 4400: Teui_Sul,., % [@jphergun 4el: lech_ 5ol M., I |

Basic Edition |
Product

Configure > Zoning

M EFeMm

Model Hame  Sphereon 4400
Switch Name Tech_Sol_McD_2

IP Address
Domair ID

Upgrade

Help

Last Updated &/1

Login  Administrator
Status @ Fully Operational
State  Online

Potential Zone Members

>

Zone Name

kg syrane 59

Pending Zone Members

10000000C3533C58
SULULYLULLELLY
5000D3100003D020

&S v

Zone Set

T

sc8
kg_tyrant_58
kg_tyrant_59
Jade_SCT
Bowiz_5CT
Machete_SCT
Budh_SCT
Bayonst_SCT
Claymore_SCT

Defauli Zone Enabled

3

Nesd fo configure
and manage multiple
zone sets?

Consider EFCM

This management
sottwars provides a library
to manage different zone
sefs foruse in your SN

EFCH simplifies SAN
management and
prewents mistakes by
providing clear indications
of nzu of removed
membes, changed zones,
and sl medifications
before you apply the zone
setto your SAN

Click here for more info

B o Inkernet

F100% -

_|>
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Appendix B

Brocade fabric switches

Abridged Brocade information
The following is a few screen examples from a Brocade switch. Refer to copilot for any additional
Brocade information. Switch administration with Brocade is done thru a standard browser to the IP

address of the switch. Brocade Web Tools is the java based program for managing the switch.

Brocade_A - Web Tools

B

Manage Reports  Monitor  Tools
Tasks A | | = 1 |
F O Status || Q Temp | O Power | O Fan || _ﬂ_Bsacun || == Legenc | | Admin Domain  ADD = Log Out |
Manage - - - - :
Zone Admin Swvitch Wisw &
Switch Admin
[, Port Admin
EE Admin Domain
Monkos
B8 performance Monit: Swvitch Everts, Information =
B wiaic sruir | Swich Everts | Switch Information
Last updated st Maon Aug 102009 11:41:33 GMT-06.00
Cther =l Switch
&1 Telnet/SSH Client et Hiotate &
Status Healthy
Fabric OF wersion wB.20c
Domin D 160 )
VAN 10:00:00:05:1 1 ae 9ok oo
Type 72
Role Principal
s | »| |F Ethernet
FbT R Ethernet IPv4 172.31.36.158
i = Ethiermet IPvd netmask 255255 254.0
igw by hlathe " Ethernet IPv4 gatevray 17231361
2] &Fabrlc Ethernet IPvE Nane
_ Brocade_8 B e
&5 Segmented Switches FCIPvd None
FC IPvd netmask Mane
=l Zone
Effective configuration Savvis_A Fabric
=l Other
Manufacturer serial number ALJOB29E0HS
Supplier serial number none
License ID 10:00:00:05:1 e aeGek oo
=l RHID
Type SLEWRM
Model 300
Tag ooif
Sequence number OALJDE2OE0HS
Insistert Domain ID Mode Disabled
Manufacturer BRD
] Ty Manufacturer Plant CA
Mumber of switches: 1
Free Professional Management Tool | 172.31 36159 | ADD | Uszer: admin | Role: admin
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Under the zoning tab, the administrator has the choice of hard zoning (ports) or soft zoning (WWNs).
The administrator creates zones into which the ports or WWNs are inserted. Then a Zone Config is
created, this is analogous to a zoneset with Cisco or McData.

B2 Brocade_A - Zone Administration

| Zoning Mades Basic Zones

e § Prirt Edit iew Zoning Actions

Traffic Isolation Zones [ Mewe ™ Resource Yigw ™ % Refresh = Enzble Config Save Config Clear Al

o
B

4 ks (6 Devices)
e} Emulex Corporation 20:00:00:00:cS:55:0
@ Emulex Corporation 20:00:00:00:c9:85:0
Q} Cisco Systems 20008:00: 0 ec:c9: o881
& compellert Technologies, Inc. 50:00:043:1 |
@ Compelert Technologies, Inc. S0:00:d43:1
Q} Compelert Technologies, Inc. 50:00::43:

Mame SC3_A soft | e Alias‘ Qelete! Eename|
A
Member Selection List iz Members

4 Members
Q} Compellent Technologies, Inc. 50:00:d3:1 D.DEE
a} Compellert Technologies, Inc. S0:00:d43:1 D:DEE
Q} Compellert Technologies, Inc. 50:00:d3:1 oac)
& compellent Technalogies, Inc. 50:000d31 0:0c]

Aoddd Other ...
Current View: Fahric Yiew % Effective Zone Config: Savvis_A_Fabric
Switch Commit Messages:
Zone Admin opened st Mon Aug 10 2009 11:42:59 GMT-06:00
Loading information from Fakric... Done Free Professional Management Tool | 172.31.36.159 | AD0 | Uszer: admin | Role: sdmin @

With zones in the Zone Config, you must enable the config (activate zoneset with the other brands).
It is best practice to save the config should you lose power.

Choose Zone Config to be enabled...

Plea=e select a config to enable: ETest_Eir-:nc:adej

Cancel |
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Additional Brocade information:

On initial install on a Dell Compellent Storage Center and a Brocade Fibre Channel switch, be aware of
the following. This statement depends upon the Brocade switch model and FOS, Fabric Operating
System. It has been a common question for the Dell Compellent copilot support team. Brocade and
Storage Center firmware versions do factor into the following statements. If the administrator observes
suspect behavior, gather revision information and contact copilot for further direction.

"Many Brocade Switches will not recognize Dell Compellent Ports when they are first plugged
in. They will show as down, even when plugged in and turned on. In order for the Dell
Compellent Ports to be seen, please Port Zone all of the Dell Compellent Ports together. The
Dell Compellent Ports will then log in to the switch and the switch will now recognize their
WWNs. If you will be port zoning the switch, no further work is needed. If WWN zoning is
desired, you can now create a WWN Zone and delete the initial Port Zone. The Port Zone was
only needed for initial recognition.”

If hard port zoning is not possible, the WWN of each Front-End port of the Storage Center can be
derived from the management GUI and input into a soft zone in the Brocade. The SAN administrator
would then need to create a soft zone and input the WWN from each Front-End port and put that new
zone into the config and then enable the config for the Storage Center to fully initialize into a dual
controller system. Assistance on this procedure can be obtained from Dell Compellent copilot.

Also with Brocade switches, it has been noted that Storage Center installation into an existing fabric
with certain features enabled may be an issue.

Be aware that inband Management Server Topology Discover should be disabled on the Storage
Center switch. On default installation, this will be disabled. However if it was enabled at some
point, this may cause issues on installation. To view status, from the CLI, mstdreadconfig will
list the status of this feature. The CLI command mstddisable will turn this feature off.
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Appendix C

Glossary
Arbitrated Loop - a Fibre Channel topology where information is routed around the loop from port to
port until it arrives at its destination. This is a private loop configuration.

Back End Ports - Disk facing communication ports from the Storage Center. These ports are on a private
network that only the controllers and disk enclosures share. These are Fibre Channel ports.

Cascading - an interconnection of individual switches used to create larger Fabric configurations.

Domain - the first field of the 3-byte address assigned to an attached N_Port in a Fabric configuration.
The domain is generally associated with an instance of the switch.

E-port - A connection that links multiple Fibre Channel fabrics.

F_Port - (Fabric Port) - a port within the Fabric used to route frames from N_Port to N_Port. The
F_Port is the access point to a Fibre Channel switch.

Fabric - a term used to describe an interconnection of Fibre Channel host ports, device ports and
switch ports where frames from a source N_Port are routed through a switch (Fabric) to a destination
N_Port based on the frame's destination address.

FC adapter - Fibre Channel adapter or host bus adapter (HBA). A Fibre Channel 1/0 bus adapter board
operates from 1Gb/s, up to 8Gb/s.

FC-AL - (Fibre Channel Arbitrated Loop) - the ANSI standard that describes how several Fibre Channel
ports can share a single communication ring.

FC-SW - (Fibre Channel Switch Fabric) - the standard that describes how Fibre Channel switches are
required to behave.

FC switch - Fibre Channel switch. Intelligently manages connections between ports, routing frames
dynamically. A non-blocking topology, it allows multiple exchanges of information to occur at the same
time between ports. A switch offers better system throughput than a hub, but at greater expense.
Some switches have a special FL-port to link arbitrated loops and other devices on the switch. By
cascading multiple switches, more than 16 million devices can be connected together.

Frame - Data packet, a unit of data transmitted within a Fibre Channel system.

Front-End Ports - Host facing communication ports from the Storage Center. These are either Fibre
Channel or iSCSI Ethernet.

Hard Zone - Using the physical ports of the switch grouped together for Fibre Channel communication.
Different vendors will use different terms when defining the physical port of the switch. With hard
zoning, whatever devices are plugged into those ports can participate and communicate within the
zone. The switch does not look at any soft addressed with this method.
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LIP - (Loop Initialization Primitive) used to initiate a procedure on the loop. This initialization state
usually causes activity on the loop to suspend briefly. It can be caused by new devices being added or
moved on the loop, arbitrated loop address assignment, recovery from loop failure, or resetting a
node.

LRC - Loop Resiliency Circuit. Hub circuitry that allows devices to be inserted into or removed from an
active FC-AL loop.

N_Port - a node port (or device port) used to route information to or from other nodes or to devices.
The N_Port is the access point to a Fibre Channel adapter.

Node - Device connected to a Fibre Channel fabric, possibly a PC, disk drive, or RAID array, as well as
an FC-AL.

Point to Point - Fibre Channel direct connection topology between N_Ports. Typically a server directly
connected to a storage array.

Port - the third field of the 3-byte address assigned to an attached N_Port in a Fabric configuration.
The port is generally associated with the Hard Physical Address (HPA) of a Fibre Channel target device.

SAN - Storage Area Network. A centralized storage repository that provides physical security in an
environmentally regulated location. The data in a SAN can be easily managed (i.e., backed up
regularly, etc.) and is protected from equipment, software, and procedural failures

Soft Zoning - Using the device address of who is plugged into a physical port for Fibre Channel
communication. With soft zoning, the switch looks to the address of the device attached to determine
who it can talk to. All addresses listed within the zone can communicate regardless of where they are
physically plugged in. With this method, the device can move to any physical port in the fabric and the
zone is still valid.

Zoning - a logical grouping of Fabric-attached devices that are isolated from other devices and other
zones by the switch. Whether using soft zoning or hard zoning, it is more of an administrative
preference rather than a technical one. There are advantages and disadvantages of each.

Page 27



Dell Compellent Storage Center Switch Connectivity Best Practices

Appendix D

Technical support information

To gather switch information for support personal, several methods may be used. The command line is
one way to do this but is not the only method. A telnet or ssh session to the CLI of the switch can
gather the needed information in text form. Each utility will have a slightly different method of
capture. In some cases, an ftp server may come into play to gather and save off large files of
configuration information. Below are some examples of information gathering.

Zone information:
Cisco>show zoneset
Brocade>zoneshow

Port information:
Cisco>show interface fc1/1 (fibre channel slot# / port#)
Brocade>portshow 2/1 (slot# / port#)

Full configuration:
Cisco>show tech-support brief (many options, no brief option give all info)
Brocade>supportshow (gives everything to the console)
Brocade>supportsave (sends all info to ftp server)
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Cisco Examples:

Cisco-FC-Foxtrot# show zoneset

zoneset name Tech_Sol_set1 vsan 1

zone name Comp_864-865 vsan 1
fcalias name SC05_Soft_Full vsan 1
pwwn 50:00:d3:10:00:03:60:01
pwwn 50:00:d3:10:00:03:60:05
pwwn 50:00:d3:10:00:03:60:09
pwwn 50:00:d3:10:00:03:60:0d

zone name JB_Fury vsan 1
interface fc1/1 swwn 20:00:00:0d:ec:49:49:80
fcalias name SCO5_Soft_Full vsan 1
pwwn 50:00:d3:10:00:03:60:01
pwwn 50:00:d3:10:00:03:60:05
pwwn 50:00:d3:10:00:03:60:09
pwwn 50:00:d3:10:00:03:60:0d

Cisco-FC-Foxtrot# show interface fc1/4
fc1/4 is down (Administratively down)
Hardware is Fibre Channel, SFP is short wave laser w/o OFC (SN)
Port WWN is 20:04:00:0d:ec:5b:ec:80
Admin port mode is auto, trunk mode is on
snmp link state traps are enabled
Port vsan is 1
Receive data field Size is 2112
Beacon is turned off
Belongs to port-channel 6
5 minutes input rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
5 minutes output rate 0 bits/sec, 0 bytes/sec, 0 frames/sec
40535855641 frames input, 53391442268800 bytes
0 discards, O errors
0 CRC, 0 unknown class
0 too long, 0 too short
35715702204 frames output, 52998888998672 bytes
1 discards, 0 errors
1 input OLS, 1 LRR, 0 NOS, 6 loop inits
1 output OLS, 1 LRR, 1 NOS, 1 loop inits
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Cisco-FC-Foxtrot# show tech-support brief

Switch Name  : Cisco-FC-Foxtrot

Switch Type

Kickstart Image : 4.1(3a) bootflash:/m9100-s2ek9-kickstart-mz.4.1.3a.bin
System Image : 4.1(3a) bootflash:/m9100-s2ek9-mz.4.1.3a.bin

IP Address/Mask : 172.31.37.246/23

IP Address/Mask : 172.31.37.246/23

Switch WWN : 20:00:00:0d:ec:5b:ec:80

No of VSANs : 2

Configured VSANs : 1-2

VSAN 1: name:VSANOQOO1, state:active, interop mode:default domain id:0x35(53),
WWN:20:01:00:0d:ec:5b:ec:81 active-zone:size:, default-zone:deny

VSAN 2: name:VSANO0002, state:active, interop mode:default domain id:0x83(131),
WWN:20:02:00:0d:ec:5b:ec:81 active-zone:size:, default-zone:deny

Interface Vsan Admin Admin Status SFP  Oper Oper Port
Mode Trunk Mode Speed Channel Mode (Gbps)

fc1/1 1 auto on trunking swl TE 4 6
fc1/2 1 auto on trunking swil TE 4 6
fc1/3 1 auto on trunking swl TE 4 6
fc1/4 1 auto on down swl -- 6

fc1/5 1 auto on trunking swl TE 4 10
fc1/6 1 auto on trunking swl TE 4 10
fc1/7 1 auto on trunking swil TE 4 20
fc1/8 1 auto on trunking swl TE 4 20
fc1/9 1 auto on down swl --

fc1/10 1 auto on down swl

fc1/11 1 auto on down swl

fc1/12 1 auto on down swl

fc1/13 1 auto off down swl

fc1/14 1 auto off down swl

fc1/15 1 auto off down swl

fc1/16 1 auto off down swil

fc1/17 2 auto off notConnected swl

fc1/18 2 auto off notConnected swil

fc1/19 1 auto off notConnected swil

fc1/20 1 auto off notConnected swil --

fc1/21 1 auto off up swil F 4

fc1/22 1 auto off up swl F 4

fc1/23 2 auto off up swil F 4

fc1/24 2 auto off up swl F 4 --
fc1/25 1 auto on trunking swl TE 4 15
fc1/26 1 auto on trunking swil TE 4 15
fc1/27 1 auto on trunking swil TE 4 15
fc1/28 1 auto on trunking swil TE 4 15
fc1/29 1 auto on trunking lwer TE 4 99
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Brocade examples:

VS1:FID1:admin> zoneshow

Define

d configuration:

cfg: xavvis_A_Fabric

zone:

Zone:

zone:

zone:

zone:

zone:

zone:

zone:

zone:

zone:
zone:

alias

Blazer_2; Challenger_A_1; Charger_A_1; KG_Barron_A;
KG_Filet_2; KG_Kabar_2; KG_Tyrant_A; KG_Tyrant_SC03; SC9_A

Blazer_2

20:00:00:0d:60:d3:cd:67; 50:00:d3:10:00:00:65:00;

50:00:d3:10:00:00:65:01; 50:00:d3:10:00:00:65:02

Challenger_A_1

20:00:00:00:¢9:85:02:5c; SC9_A_soft

Charger_A_1

20:00:00:00:¢9:85:08:c0; SC9_A_soft

KG_Barron_A

20:00:00:00:¢9:72:fa:9f; 50:00:d3:10:00:00:65:00;
50:00:d3:10:00:00:65:01; 50:00:d3:10:00:00:65:02

KG_Barron_SC3

20:00:00:00:¢9:72:fa:9f; 50:00:d3:10:00:03:8e:07;

50:00:d3:10:00:03:8e:08; 50:00:d3:10:00:03:8e:13;

50:00:d3:10:00:03:8e:14
KG_Filet_2

20:01:00:€0:8b:bb:25:41; 50:00:d3:10:00:00:65:00
50:00:d3:10:00:00:65:01; 50:00:d3:10:00:00:65:02

KG_Kabar_2

)

20:01:00:1b:32:25:98:9¢; 50:00:d3:10:00:00:65:00;

50:00:d3:10:00:00:65:01; 50:00:d3:10:00:00:65:02

KG_Tyrant_A

20:00:00:00:¢9:53:3¢:58; 50:00:d3:10:00:00:65:00;

50:00:d3:10:00:00:65:01; 50:00:d3:10:00:00:65:02

KG_Tyrant_SC03

20:00:00:00:¢9:53:3¢:58; 50:00:d3:10:00:03:8e:07;

50:00:d3:10:00:03:8€:08; 50:00:d3:10:00:03:8e:13

50:00:d3:10:00:03:8e:14
SC9_A SC9_A_soft
SC9_A_hard

1,8;1,9; 1,10; 1,11

: SC9_A_soft

)

50:00:d3:10:00:00:65:0b; 50:00:d3:10:00:00:65:0c;

50:00:d3:10:00:00:65:1b; 50:00:d3:10:00:00:65:1c

Effective configuration:
cfg: xavvis_A_Fabric

zone

: Blazer_2
20:00:00:0d:60:d3:cd:67
50:00:d3:10:00:00:65:00
50:00:d3:10:00:00:65:01
50:00:d3:10:00:00:65:02
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zone: Challenger_A_1
20:00:00:00:¢9:85:02:5¢c
50:00:d3:10:00:00:65:0b
50:00:d3:10:00:00:65:0c
50:00:d3:10:00:00:65:1b
50:00:d3:10:00:00:65:1c

VS1:FID1:admin> portshow 2/1
portName:
portHealth: OFFLINE

Authentication: None

portDisableReason: None

portCFlags: Ox1

portFlags: Ox1 PRESENT U_PORT
portType: 17.0

portState: 2 Offline

Protocol: FC

portPhys: 4 No_Light  portScn: 2 Offline
port generation number: 0

state transition count: 1

portld: Obef80

portlfld: 43220039

portWwn: 20:41:00:05:1e:ac:36:01
portWwn of device(s) connected:

Distance: normal
portSpeed: N8Gbps

LE domain: 0

FC Fastwrite: OFF

Interrupts: 0 Link_failure: 0 Frjt: 0
Unknown: 0 Loss_of_sync: 0 Fbsy: 0

LLi: 2 Loss_of_sig: 2
Proc_rqgrd: 0 Protocol_err: 0
Timed_out: 0 Invalid_word: 0

Rx_flushed: 0 Invalid_crc: 0
Tx_unavail: 0 Delim_err: 0
Free_buffer: 0 Address_err: 0
Overrun: 0 Lr_in: O
Suspended: 0 Lr_out: O
Parity_err: 0 Ols_in: O
2_parity_err: 0 Ols_out: 0
CMI_bus_err: 0
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VS1:FID1:admin> supportshow
\VF

Date:
Mon Feb 8 22:05:37 UTC 2010

Time Zone:
Time Zone Hour Offset: 0
Time Zone Minute Offset: 0

Version:

Kernel: 2.6.14.2

Fabric OS: v6.3.0

Made on: Wed Aug 19 18:40:41 2009
Flash: Tue Jan 19 18:24:45 2010
BootProm: 1.0.15

supportshow groups enabled:
0s enabled

exception enabled

port enabled

fabric enabled

services enabled
security enabled
network enabled

portlog enabled
system enabled
extend disabled
filter disabled
perfmon disabled
ficon disabled
iswitch enabled
asic_db enabled
iscsi  enabled
fcip enabled
ag enabled
dce_hsl enabled
crypto disabled

**** Begin start_port_log_cmd group ****
Mon Feb 8 22:05:37 UTC 2010
portlogdump:

portlogdump:

CURRENT CONTEXT 0, 128
/fabos/cliexec/portlogdump:
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VS1:FID1:admin> supportsave

This command collects RASLOG, TRACE, supportShow, core file, FFDC data and other support
information from both active and standby CPs and then transfer them to a FTP/SCP server or a USB
device. Local CP, remote CP and BPs' information will be saved, but supportShow information is
available only on the Active CP. This operation can take several minutes.

NOTE: supportSave will transfer existing trace dump file first, then automatically generate and transfer
latest one. There will be two trace dump files transferred after this command. OK to proceed? (yes, vy,
no, n): [no] y

Host IP or Host Name: 172.31.37.52
User Name: user

Password:

Protocol (ftp or scp): ftp

Remote Directory: /junk

Saving support information for chassis:Brocade_DCX4S, module:RAS

Saving support information for chassis:Brocade_DCX4S, module:CTRACE_OLD...
Saving support information for chassis:Brocade_DCX4S, module:CTRACE_NEW...
Saving support information for chassis:Brocade_DCX4S, module:FABRIC...

Page 34



Dell Compellent Storage Center Switch Connectivity Best Practices

Appendix Z

Complete Cisco switch configuration guide for installation

Appendix Z is a step by step guide for a Cisco MDS 9124 switch installation. It is for example only and
should be used as such. Each customer site will have different requirements to the configuration of the
switches. The given example is from 3.x switch firmware. Most examples given will transcend the later
revisions of Fabric Manager and switch firmware. Be aware there may be subtle differences in window
pane or in feature set of the given revision.

Cisco MDS-9000 Switch Configuration

This document is to help the installer configure a new Cisco MDS-9000 series switch on a new
installation.

Things you should do before going out on site:
| recommend loading 3CDaemon and PUtty on your systems. You will need them for console
configuration and copying files to and from the switch.

Software Tools: (Found under

\\samadams\public\installations\cisco\softwaretools) 3CDaemon (for setting up a TFTP server on your
laptop) Pumpkin (another tool for setting up an TFTP server) You can use either one. I'm using
3CDaemon

Putty (Terminal/Console tool like QVTterm but it allows you to set different profiles. If you use this
one for Cisco and QVTterm for our equipment, you won't need to reset the communication settings.)
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TFTP Server setup:
o Create a folder off of the root of your C drive (I called mine tftpjunk)

e Load 3CDaemon
e Open 3CDaemon

3C0 3CDaemon 10l x|
File Wiew Help
TFTF Server Skart Time | Peer | By, | Skatus |
May 11, 2007 08:38:27  172.31.14.129 7461 Rev of Mdavetest done, 7461 bykes in 0 secs.(7 KE/sec)
May 11, 2007 08:37:45  172.31.14,129 | 7461 Rcwof 172,31.110,93 done, 7461 bytes in 0 secs.(7 KBfsec)
May 11, 2007 08:17:24  local 0 Listening for TETP requests on IP address: 172,31,110.93, Port 69
May 11, 2007 05:17:24  local 0  Listening For TETP requests on IP address: 172.31.110.8, Port 62
FTP Server
Syslog Server
TFTP Cliert
For Help, press FL I 4

e Click on Configure TFTP Server on the upper left hand side
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3CDaemon Configuration il

General Configuration  TFTF Configuration | FTF Profiles | Syslag Configurationl
Create director names in incoming file requests? i3

Allow ovenarite of existing files? r

Upload/Download directary: IE:\tftpiunk\

Per-packet timeout in zeconds [2-15); |5
b amirum retries [5-20): I‘I 0

Interframe transmizzion gap: IU

JCDaemon 0K I Cancel | Aply |
e Click the box with 3 dots at the end of the Upload/Download directory.
e Select your tftpjunk folder.
e (lick OK to select the directory.
e C(lick OK.

You now have a folder on your laptop that will be used to copy files to or from the switch.

Basic Switch Configuration:

Plug the Blue cable into your Com port and the other end into the console port on the switch.

You will need a terminal program like QVT, PUtty or Hyperterminal to connect. Set the communication
to the following: 9600 Baud,8,N,1

Out of the box, the system will start up and go through a setup program.
READ the screen to answer the questions.
You can hit Enter to take the default on any question.
Unless otherwise noted, take the default answer.
e You will be asked to enter a password for the admin user
Note: There is no "default” password; a strong password must be configured.
Would you like to enter the basic configuration dialog? Y/N: answer Y
Enter the switch name: <enter a name>
MgmtO IPv4 Address: Enter the management IP address
MgmtO0 IPv4 netmask: Enter the subnet mask
Configure the default gateway? (yes/no): answer Y
IPv4 address of the default gateway: <Enter the gateway>

Configure the ntp server? (yes/no): Answer Y if you have one, otherwise take the
default of N

NTP server IP address: <Enter the NTP address>
Configure default switchport interface state (shut/noshut): Shut

This disables all ports by default; use Device Manager to individually enable a port.

e Enable full zoneset distribution (yes/no): Default is N
If you are linking the switch to another switch change this to Y A summary of the config will be
displayed, Press Enter twice to save the configuration.
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Licensing
The first 8 ports are already licensed however, if you need to add ports you will need to get a license
key. This will require copying a file from your system to the switch. The email you receive from Cisco
will have directions.

1. Get the Product Authorization Key from the vendor (located on a piece of paper that is mailed

to the customer.)

2. You need the switch serial number. Go to the console and type: show license host-id
The serial number is the character string after the "=" sign

3. You will need to go out to www.cisco.com/go/license/public website to register and setup an

account.

You will be required to register (the end user should do this or you can register yourself and get an
account)
Enter the Product Authorization Key and the Switch Serial Number.
The license key will be emailed to the registered account.
The email will contain instructions on how to enter the license key
The license file will need to be copied to the switch via TFTP, if 3CDaemon is configured, you
have a TFTP server. Note: this can also be configured as an FTP server too.
Obtain your systems IP address
Open 3CDaemon and verify the TFTP server is running, click the Start sign on the left column to
start it if needed
10. Open a command window and telnet to the switch

o telnet <switch IP address>
o enter the username: admin
o enter the admin password

N ok

S

You are now logged into the switch
11. Change to the bootflash: directory
o (Cd bootflash:

12. Copy the new configuration file from your laptop to this directory

o Copy tftp:<filename> bootflash:
o On the next line enter your laptops IP address

Do a directory to verify the file has been copied.
13. To Load the license file, type: Install license bootflash:license_file.loc
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Configuring the switch
Configuring a switch involves the following:
e Loading Fabric Manager
e Loading Device Manager
e Creating a new VSAN
e Creating Zonesets and Zones

Loading Fabric Manager
Fabric Manager can be installed from either a CD or from the Cisco website:
http://cisco.com/cgi-bin/tablebuild.pl/mds-fm

e (Click the FM Installer link.
e Click Next at the Welcome screen.

@ Cisco Fabric Manager Installer 3.2(1) EI@@

alialn
Cisco

Welcome to the Cisco MDS 9000 Management Software
Setup Wizard

This wizard will guide you through the installation of the Cisco MDS
9000 Management Software,

Cisco recommends that you close Fabric Manager and Device
Manager before continuing.

Click Next to begin,

<]Bach I Next [™~ I l Cancel J

240782

e Accept the End User License Agreement and click Next.
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e On the Install Options Box, select Fabric Manager Standalone and click Next.

@ Cisco Fabric Manager Installer 3.2(1) [ [0 [X]

TusLall Opllinme "'I" | I s
CIS5CO
Fahiir W=n=g=ment Tnthose
DI T P VT PO
() Tanric Mamace Thamd=lne
[~s:z| Folze-
I vagrann RGeS0z Sestors MLS LU | [ B oEta,
| Back || mestr- | | caed | |2
F
™

Click Next.

On the Database Options box, select Install PostgreSQL.
Enter a username and password.
NOTE: This is YOUR username and password to logon to your system.

@ Cisco Fabric Manager Installer 3.2(1) EI@WX\

1T
CISCO

Database Options

‘Install PostgreSOL' and create 2 username and password.

Choose a database application For Fabric Manager to use. IF you do not have an existing database, select

Confirm DB Password:

Options: (%) Instal PostgreSQL () Use existing DB
RDBMS: del0g

DB URL:

DB User: admin

DE Passwaord:

- Back “ Mext ™~ I [ Canced l

240783
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e On the User Options box, enter a username and password for the local FM database.
e NOTE: suggest you use just admin and password; keep it simple.
e Click Next.

® Cisco Fabric Manager Installer 3.2(1) E‘@

User Options llll 1] lll
CIsSCO

Flease choose your Lsarnare and passaord wsely. Your sasswerd shoudd be ditficulk Far azhers Eo Figare out
bu: 2=y far you to remember.

Local FM User: admin |

W EE kR |

Local FM Passwerd:

Confirm Passwerd: Bk |

[ =" Back H ek [~ J [ Cancel ]

240787

e On the Configurations Options box, select "Use FC Alias as fabric default.”
e Click Install.

@ Cisco Fabric Manager Installer 3.2(1)

Configuration Options (4 l I l h

Cisco

B] Use FC Alias as Fabric defauilt

[[] Require SNMPv3 and disable SNMPv2c for increased security

[ ~ Back ]I Install I [_Cancel

185251

¢ Once the install is complete, click Finish.

Page 41



Dell Compellent Storage Center Switch Connectivity Best Practices

To Open Fabric Manager:
e Double click on the Fabric Manager icon, the following login screen will open.

Login - Fabric Manager 3.1{2}: T II:Ilil
ol I il I L
CISCO
FM Server Address: 'n:u:alhn:nst ;I

FM Server User Mame: Iau:lmh

FM Se-ver Password: ||
Llzg SMMP Praxy: [

Login I Carcel

Use LocalHost

User name: admin

Use password as the password.
Click Login.

You will be presented with another login screen.

I;-::;‘:Discuver Mew Fabric - Fabric Manage x|

Seed Switch: [172.31.14.129 |

ser Mame: Iadmin

Passwiord: |

Llse SMMPv3: W

Suth-Privacy: |MD5 - I

fccelerate Discovery [+

Discower I Close

e Enter the mgmt IP address and the admin password that you set for the switch.
e Leave the check boxes checked.
e Click Discover.

The system will discover the fabrics.
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&' Open Fabric o (=S|
Select Marne Ilsername Password Community | Use SHMPYS | SRMPY3 Par. .. License
r Fabric Cisco-,.. |admin MO [+ MDS Licensed
Open Discover. .. Server Adrmin. .. Refresh Cancel

e Check the box to select the correct fabric.
e Click Open.

Fabric Manger will open.

Fabric Manager 3.1(2} [admin@localhost] /SAN/Fabric Cisco-FC-Alpha i, IEIIlI
File Wiew Zome Tools Performance Server Help
ﬁ'@?m| iﬂ@ﬁﬂ@@ﬂ'\n’u|ﬁ%|%f&3 2 ¥ Advanced
“logical Domans————————— : @plm s S @ /SAN/ Fabric Cisco-FC-Alpha
B4 54N "
il SW|tches| ISLsI Hostsl Storagel Summaryl
AV .
&3 =l
o
£l
e [e =
~Phyysical Attributes 3@ HP 0:00:30 82:a7-H
-] Switches @ Emulex 28:43.28-H
-] 18Ls =
[+ ] End Cevices e, 2001 Clogic a8:84:d7-H
@, E]
= Compelleny0:00:03:60:02-5
g
@

Ologic 8d: EN

isto- FC Bm\ro -

=
Qlogic 80:844d7-H

Clsco FC-Ypha

\

L
Dlogic 88:d7:d8-H
Compellert 0:00:03:60:00-5
Qlogic 8d:3b:2e-H

Compellent D IJIJ 03:60:01-5
DOlogic D? eb:b7-H

g | i

Fabric Cisco-FC-Alpha | |£] -0a| [f] Events |

2 rowis
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Loading Device Manager
Open a web browser and enter the Mgmt IP address that you set for mgmt0 on the switch.

/3 Cisco MDS 9000 Management Modules 3.1(2) - Microsoft Internet Explorer

File Edit VYiew Favorites Tools  Help

'\__-_;)Backv-\;}v \ﬂ @ ﬂ_;j

Address Iéj http:ff172.31.14, 130/

%
. Searc
/

i ’ .
cisco Cisco Fabric Manager ., vps 9000 Famil

Installation 3.1(2):

The Cisco Fabric and Device Manager are separate applications, Click on the links
below to run them. If necessany they will be installed or updated on your local PC. Please
remember to close older running applications before doing this.

If vou encountar probisms downloading, check the browssr proxy seffings. See FAL for
more defails.

Java Wieh Start not detected, the links below mighi not work. We recommend installing
the Java Runfime Enviranment varsion 1.5 or above (recommended version 1.5.0)
Java Web Star comes bundlad with it

. : Web Server and Q
Fabric Manager Performance Ma
Fabric Manager Device Manager Performance Manager =

Product Overview:

Device level status at Device
a glance Management

« Fabric discovery and
topology mapping

« Multiple switch
configuration

« VSAN and Zone
management

« Fabric Checker, Switch
Health and Zone hWerge

Intuitive single device
configuration

sSummary wiews of ey
port statistics

Drrill-down for detailed
Information

|,E Dang

e Click on the link in the website and Device Manager will be loaded.
e Once loaded, double click on the Device Manager icon.
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iq Device Manager 3.1(2) - Op ] 4
S1IIE
CISco
Device Name: [172.31,14,130 |

I=er Mame:; Iadmin

Masswerd: I

| Cipen I Cpkions = | Close |

e Enter the mgmt IP address of the switch and admin password.
e Click Open.

& Device Manager 3.1(2) - Gsco-FC-Bravo 172.31.14.130 [admin] =10 x|
Dewvice Zhysical Interface FZ IP Security  Admin Logs  Help
E s q B (R veenalw | [v advanced

e @oown JlFal - Minor || Unreachable [loutoService -

Device Manager is now loaded.
Configuration uses:

e Use Device Manger for enabling ports.
e Use Fabric Manager for creating VSANs and zones.

Zoning your switch:

You will first enable the ports that you need on the switch through Device Manager. Then you will use

Fabric Manager to create a VSAN, then a Zoneset and finally the Zones.
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Step 1: Enabling ports on the switch
To enable the ports you need for Dell Compellent and Servers:
e Open Device Manager.

Device Manager 3.1(2) - Osco-FC-Bravo 172.31.14.130 [admin] _ i |EI|1|
Device “hysical Interface FZ IP Security  Admin Logs  Help
L RGN B (& veenal-| ¥ Advanced

UlUp B Cown BlFal  Minor || Unreachable [lOutCService

e Right click on the ports you want to enable.

eyice Manager 3.1(2) - Cisco-FC-Bravo 172.31.14.130 [admin] - I Ellﬁl

Device Phwsical Interface FC IP Security  &dmin Logs  Help

=@ B & E (3B & voanalw |2 v &dvanced

Dewice | ngmar':.fl

Configure. ..

Monikar. ..

Enable
Disable

Service

Beacon

e Select Enable.
The ports are now active.
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Step 2: Opening Fabric Manager for zoning
e Double click on the Fabric Manager icon.

Login - Fabric Manager 3.1{2}: T II:Ilil
ol I il I L
CISCO
FM Server Address: 'n:u:alhn:nst ;I

FM Server User Mame: Iau:lmh

FM Se-ver Password: ||
Llzg SMMP Praxy: [

Login I Carcel

FM Server Address: LocalHost
FM Server User Name: admin

FM Server Password: password
Click Login

You will be presented with another login screen.

{a Discover New Fabric - Fabric Manage x|

Seed Switch: [172,31.14.129 -]

ser Mame: Iadmin

Passwiord; |

Llse SMMPw3: W

Auth-Privacy: |MD5 > I

fccelerate Discovery [+

Discover I Close

Seed Switch: Enter the mgmt IP address

User Name: admin

Password: password that you set for the switch
Leave the check boxes checked.

Click Discover.
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The system will discover the Fabric.

; pen Fabric = IEllﬁl
Seleck Mame Ilsername Passward Community | Use SMMPYS | SRMPw3 Par. .. License
[N Fabric Cisco-... |admin itttk otk otk v MOS Licensed
Open Discover, .. Server Admin, .. Refresh Cancel
e Check the box to select the correct fabric.
e Click Open.
Fabric Manager will now open.
ig) Fabtic Manager 3.1(2) [admin@localhost] /SAN/Fabric Cisco-FC-Alpha o (=] 4|

File ¥iew Zone Tools Performance Server  Help

v Advanced

~Logical Domans ——————————————————— 4

o JEe® RS &

Switches | 15Ls | Hosts | Storage | Summaryl

/SAN/ Fabric Cisto-FC-Alpha

- All ¥SANs
YSANDOO1

2
HP 0:00:30 82:a7-H
-
=
Emulex 28:d3:28-H

-] End Cevices 20:01 Qlogic a9:84:d7-H

=]
CormpellergD:00:03:60:02-5

DHELL PN Ta &

=
Ologic 0d :aN

igto-F C-Bravo

2
Dlogic 89:d7 :di-H
=

Ologic 8d:3b:2e-H

[ ]
=
Qlogic 80:844d7-H

Cisco-F C-Hpha

E)
/ \ Compellent 0:00:03:60:00-5
) _

Compellent 0:00:03:60:01-5 =
Ologic O7:eb:b7-H

L4 -
Fabric Cisco-FC-Alpha -0g I Events |

Zrows

e Expand your fabric

Page 48



Dell Compellent Storage Center Switch Connectivity Best Practices

Step 3: Creating a VSAN
You will see All VSANs and VSAN00O1
Create a new VSAN

e Right Click on All VSANs
e Select Create VSAN...

@Fahric Manager 3.1{2} [admin@localhost] /SAN,/Fabric traincisco?

File Wew Zone Tools Performance Server  Help

aCm |l | 2REAERT= |08 | WREG | 2

~Logical Domains 4 = | -
2 L RN
Bl 5AM . -
-4 Fabric trainciscoz ""‘ttf"bUt35| Isclated InterFacesl Tirner CFS| Hi-l-i-!-'-i Default Zone Policiesl

£ 1
E‘_! S L Indrder | Mebwark,
2 It L % witch Id |Mame Mtu |LoadBalancing InterOp | Admin Oper |FICON |Delivery |Latency
“-Aaroups MSEDZ 1 |WSAMOODL |2112|srcld/DestId/OxId default active up False [ 2000

.

~Physical attributes———————————————

-] Gwitches
[ I8ls

B+ | End Devices A ‘\
=t
e
5
8
S

The Create VSAN screen opens

@) Create ¥SAN - /SAN/Fabric traincisco2

¥ Eraincisco? <G

Sitches:

ysaNId: [10 ﬁ1..4093 —

Mame: [¥Sar10]

{blank=default}\

LoadBalancing: ¢ srcld/DestId (% srcldfDestIdcexId
InterCpertalie: € defaulk ¢ Interop-1 [ Interop-2 ¢ Inkerop-3  Inkerop-4

AdminSteke: * active  suspended

[ Stakic Comain Ids: I apply |

[ FICOM

Enable Fabric Binding fioe Selected Switches

T Al Park Brohibibed

Create I Close

e Select your switch
e Set your new VSAN Id:
e Enter a new name for the VSAN
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e C(lick Create
Your new VSAN will show up in the list

abric Manager 3.1{2) [admin@localhost] /SAN/Fabric traincisco2
File “iew Zone Tools Performance Server  Help

Com [Ed¥ | *RERERE | WY | WRE® | ?

Logical Domains ————————————— : ®ERERYEHS EI'"F
= ﬁ--sj\]Fabric trainciscoz F\ttributesl Tsolzted InterFacesI Timer CFSI Tirers I Default Zone Policiesl
| RN /5t norder | Metwork
| ¥aANOOO1 Switch Id |Mame Mty | LoadBalancing Interdp | Admin Oper |FICOM |Delivery |Latency
L) ¥SANS (dowin) brainciscoZ |l (VSAMODOL |2112)srcld/DestIdfoxId  |default  |active up  [False u 2000
| L1 ¥SANLO {do brainciscoZ |5 |VSANS 2112)srcld/DestldjOxld  |defaule |active down [False [ | 2000
K trainciscoz (10 [VSAMN10 2112|srcld/DestIdjOx1d default ackive down |false [ 2000

| L
~Physical Attributes

S Switches

I --Hardware

- Licenses

nCFS

-] Clock,
--Supervisar Jkbatistics
- Zopy Configuration
-] Inkerfazes

L FC Physical

4

1 4

#-__] Gigabit Ethernst
[ Maiagement
[ | FC Services

M- Ils
[ ] End Devices

PEHEGLOLLHFE

gainCiSCOZ

e Highlight All VSANs
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On the lower Left Hand side:

e Expand Switches
e Expand Interfaces
e Click FC Physical

bric Manager 3.1(2) [admin@localhost] /SAN/Fabric traincisco2

File View Zone Tools Performance Server Help

P [

Q%M | f% >REAERE-< | 1% WBES | ?

¥ Advanced

T

[ Management
-] FC Services

PEGLLLHFE &

gainCiSCOZ

e You need to change the Port VSAN number to the new VSAN ID

—Logicjal Domains — | : gl @EEsE S abric traincisco2/Switches/ Interfac
= ﬁ__sj\l,:abric Wit General | Bo Contrel | Bb Credit | Other | FLO P | Trunk Corfia | Trunk Faiwes | FSPF | Physical | Capability | FC-5P | oS Rate Limit | Ficg 4| »|
B 5 Mode |Mode [Port |Dynamic Speed Speed |Rate Status | Status | Status
| Switch Interface |Admin |Oper |¥SaN |¥SaN Description | Admin Oper  |Mode Service  |Admin | Oper |FailureCause
i trainciscoZ fcl/3 auto auto infa auto nja dedicated |in up down  linkFailure -]
| ||trainciscoz [Fe1f4 auto  |auto infa auto nfa |dedicated |in up down  [linkFailure
|ltrainciscoz Fe1fs auto  |auto 1nfa auto nfa  |dedicated |in up down linkFailure
|trainciscoz Fe1fa auto  [auto tinfa auta nfa |dedicated |0 up down linkFailure
| ||trainciscoz Fe1/7 auto  |auto infa auto nfa  |dedicated |in up down linkFailure
; ||trainciscoz Fe1fa auto  [auto tinfa auta nfa |dedicated |0 up down  linkFailure
i ||trainciscoz Fe1fa ] auto 1nfa E] nja dedicated fin down  |down  [sfphotPresent
T - "tralnusmz fc1f10 auto auko 1infa auto nfa dedicated  |in down  |down  [sFpNotPresent
(i ||trainciscoz Fe1f11 ] auto 1nfa E] nja dedicated fin down  |down  |sfphatPresent —
||| B0 Switches ||trainciscoz Fe1f12 auto auto 1nfa auta nja dedicated |in down  |down  [sfphotPresent
i e Hardware ||trainciscoz Fe1f13 ] auto 1nfa E] nja dedicated fin down  |down  |sfphotPresent
""" Licenses ||trainciscoz Fe1f14 O] auto 1nfa auko nja dedicated fin down  |down  [sfphotPresent
""" ] ltrainciscoz [fe1f15 |auto  |auko infa auto nfa  |dedicated |in down  |down  [sFpotPresent
| Clock '|h’='nrirrn9 frii1s auike ke 1lnta ko nfa ldadicatad fin Ay Aeunr eFrbinbBracant LI
----- Supervisor Statistics 1 l r L
----- Copy Configuration -
=) Interfaces 5] =
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Example: If you created a VSAN with ID 10 and you wanted to add port 1 to it; you would double click
inside the Port VSAN box for port 1 and change it to read 10

e Change all ports to the new VSAN ID (For new installs, you should add ALL of the ports)

File Miew Zone Tools Performance Server  Help

SC@EH ELE | BEOERE< 18 {YEEZO®
~Logical Domains @ @ ls;i g E @ |:"7?

=29 58M
-2 Fabtic trainclsco2 General | Bb Contral | Bb Credit | Other | FLOGI | ELP | Trurk Confic
_| All YSANS / Mode |Mode |Port | Dyvnamic
-] ¥3ANO0O1 Switch Inkerface | Admin  |[Oper |WSAN | Y¥SanN Drescripkion
_| WSANS (down) trainciscoz ol )3 auto auko 10/nja
B[] WSAN1O (dowin) trainciscoz ol f4 auto  auko 10/nja
o Eroups trainciscoz ol s auto  |auko 10/nja
kraincisco2 ol /6 auto alibo 10(n)a
kraincisco? Fcl)7 auto atito 10|n)a
kraincisco? Fcl /8 auto alito 10|n)a
rainciscoZ {folf9 ko uto [
. Erainciscoz (ol 10 auto auko
~Physical Attributes trainciscoz fclfil auto auto
(=] Switches trainciscoz [felf12 auto auko
""" Hardware trainciscoz [folf13 auto auko
""" Licenses trainciscoz [fclf14 auto auko
----- ZF5 krainciscoZ Felf15 auto alko
F-_] Clock Enrirrn? Frit1h 2tk aiika
----- Supervisor Statistics | —
W

----- Copy Configuration

-] Inkerfaces
= P hysical

sooFiC Logical

----- Part Tracking

- SPAM

-] Gigabit Ethernet

- | Management

- | FiC Services

-- | Events

&- || Securiby

- 15Ls

- || End Devices

[im

PEFLOLNH F L &

e Click the Apply Changes button (Blue Arrow)
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You are now ready to create zone sets and zones.
e Right click on the VSAN you created.

ﬂFahric Manager 3.1(2) [admin@localhost] /SAN/Fabric trainciscoZ /¥SAMN
File Wiew Zone Tools Performance Server  Help

S&&M | ELE ==BEREERE-S S
~Logical Domains 4 B
i fenEg 2
= 4 Fabric traincisco2 Switches | 15Ls | Hosts | Storage |
H- ) Al vsans Mame  |Domain Id |YSAR Wik
--_| WSAMOO01 (down) brainciscoZ 0xF15)  |Cisco 20:08:00:(
[+ | WSANS (down)
L GFOUpS Edit Local Full Zone Database. ..
Deactivate Zoneset. .,
Copy Full Zone Database, .,
Delete WSAM, ..
e :
~Physical Atkributes
B _| Switches
{ ~-Hardware
~Licenses

e Select Edit Local Full Zone Database.
This will open the Zone Database window. (Note your VSAN is listed.)
@Edit Local Full Zone Database - /SAN/Fabric traincisco2

Discovery success

x|
File Edit Tools
S = B @ ‘ WIAN: Iﬁ St |tra|nn:|sco2 vl Zonesets
: -Zones
o fliases

-~

Shiow: |.0.II vl Zone By: (% Wi & fdd bo Zonie

Type |Switch Interface |Mamne AR Fcld

E trainciscoz Felfl |[Qlogic 21:01:00:e0:8b:bd:9c: 2 (21:01:00:20:3b:bd:9c: 2 |Ox0F0000

Activate, ., Deactivate., Distribute. .. | Close |
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You are presented two folders: Zonesets and Zones
From here you will create your Zoneset and Zones.

Step 4: Creating Zonesets

To create a Zoneset
e Right click Zoneset
e Select Insert

2
K I Cancell

e Enter a zoneset name
e Click OK

Step 5: Create Zones

To create Zones
e Right click Zones
e Select Insert

ia/ Create Zone - /SAN/Fabric Cisco-FEaaips|

Zone MNarme:

[~ Read only

o [ Permit QoS Traffic with Priarity: In-:une YI

[ Restridt Broadcast Frames to Zone Members

Ik I Close |

e Enter a Zone name
e Click OK
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Step 6: Adding ports to your Zone
You will see your new zone under the Zone folder (Expand the Zone folder to see all zones)

e Right Click on your Zone name
e Select Insert

@Add Member to TestDAve - /SAN/Fabric Escukf_ﬂ"

" FcId

" Switch Park Wik
Zore By: | € Domain & Park " i5C51 Name
{5051 2 Addressisubnet € iSCSI Proxy

™ i5MS Host " Fc-plias
Switch Addrcss: I j
in ol
Switch Inkerface: I _I <

Folj2Fcl 1l Fe2i2-2112 Fo1 115

T | _|

{1-12,1F 65, ,21:21:..,22:22:,.)

add | Close

e Select Switch & Port
e C(Click the down arrow next to Switch Address and select the switches address
e Click the box next to the Switch Interface field

im Add Member to TestDAve - /SAN/Fabric Ciscn-F x|
DR " Feld
%" Switch & Park " Swikch Port Wi
Zome By: | Domain & Pork ™ i5CSI Mame

" i5C51IF Address/Subnet (7 iSCSI Proxy

" 5MS Host " fe-alias
Switch Address: |1?2.31.14.129 j
inpod a tdd bo Zone | J.E
[ Kl T K b T T e
Switch Interface: |F|:1,|'4,FC1,|'5,F|:1,|'6 _I dd Member to TestDAve - /SAN/Fabric Cisc i x|
Folf2-Feif11,Fe2i2-2/12,Fe 1115 o 3
L) | L 1|2]3]4|sle]7ls]af10] 11 |12]13]14] 15| 16]17] 18] 19|20 |21 22| 23]24 ]
(1-13,8F, 65, ,21:21:,.,22:22:..) ok | close
/ | o | D e
5 |0x650000
- |0%650600

You will see a box come up with all of your ports
e Select your ports and click OK
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This will populate the switch Interface box

e Click Add
e (Click Close

You have a zone using those port nhumbers

Step 7: Adding your Zone to the Zoneset

Filter |

TestDéve

fdd

Close

Right click your Zoneset name
Click Insert

You will see a dialog box with your available zones

Select your zone
Click Add

Your Zone is now part of the Zoneset

dit Local Full Zone Database - /SAN/Fabric Cisco-FC-Alpha
Edit

File Tools

x|

BB @ | vsan[vsanooor > swich: [Cisco-rc-alphs |

Zonesets/Tech_Sol_setl

12 members

Bl J Zonesets S Mame Read Only | QoS | QoS Priority | Broadcast | Members
: BR_Impala || I llow [ ]| =
BR_Momad | | I llow [ ]|
Comp_864-865 [ I |low []
DS_Fury | I |low H
DS _taliant | I llow |
JE_tfugo | I llow |
JE_Yugo2 | I~ llow I
K5_Dictator [ I Jlow [ ]
KG_President [ I Jlow ]
KG_Venkura [ I llow ] =
TD_Apache [ ] [ low ]| LI
e, 4
Shiow: I.C\II o l Zone By: (* Wi & o b Fare
Type |Switch Interface Mame | Fcid
: Cisco-F-Alpha fr112 [Compellent 50:00:d3:10:00:05:60:01 [50:00:d3: 10:00:03:60:01 0x560000 -~
Cisco-FC-Alpha Fol 10 [Compellent 50:00:d3:10:00:03:60:05 50:00:d3; 10:00:03:60:05 |0x560200
Cisco-FC-Alpha Fel)11 [Compellent 50:00:d3: 10:00:03:60:09 [S0:00:d3: 10:00:03:60:09 |0x560100
Cisco-FC-Alpha fel/9  [Compellent 50:00:d3: 10:00:03:60:0d [S0:00:d3: 10:00:03:60:0d |0x560300
Cisco-FC-Brawo Frlf13 Emules 10000:00:00:c9:26:d3: 25 10:00:00:00:c9:26:d3:28 |0x650400
Cisco-FC-Brawo Folfl4 HP 50:06:0b:00:00: 30:82: a6 S0:06:0b:00:00:30:32: a6 [0x650300
Cisco-FC-Alpha fel /e |[Qlogic 21:00:00:e0:30:07:eb:b7 21:00:00:e0:8b:07:eb:b7 [0x560700
Cisco-FC-alpha Fel /8 [Qlogic 21:00:00:e0;80:89:84: 47 21:00:00:e0:8b:89:34:d7 [0x560400
Cisco-FC-Bravao Fol 12 d7ide 21:00:00:e0:8b:89:d7:dé [0x650000 ;I
- — - Foae U R e = T B Py
Activate... | Deactivate. .. I Distribute. .. | Close |

Click Activate to activate your zoneset (You must have the ZoneSet highlighted)

Click Close
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Your switch is now up and running.
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Step 8: Saving your configuration
e The configuration can be saved in a couple of ways. When activating it will ask you if
you want to save, or:
e When closing Fabric Manager, you will be prompted to save the running configuration
to the startup configuration.
e Either way; SAVE THE RUNNING CONFIGURATION TO THE STARTUP CONFIGURATION

Optionally you can do the following:

e Go to your Device Manager
e Select Admin

evice Manager 3.1(2) - Cisco-FC-Bravo 172.31.14.130 [admin] i =10] x|
Device Physical Interface FC IP Security | Admin  Logs  Help
SR B[ E FE & vsana  Events b [V Advanced
— Copy Configuration. ..

Device | SUMMnary |

nfiguration
Flash Files...

MTP (Mebwork Time Protocall., .
Running Processes, ..

Licenses...
Feature Contral. .,
CF5 (Cisco Fabric Services), ..

Show Tech Suppart. ..

r | {Unreachable Il CutOfService =

Show Image Yersion, ..
Show Cores,..
Show Onboard Log...

Erase Startup Configuration
Reset Switch

e Select Save Configuration
You have saved your configuration. The switch is now ready for normal operation.
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Console commands:

The following are a list of commands that you will find useful when dealing with Cisco switches. You
must be connected to the switch either through the blue console cable or the network ports. In most

cases you will connect just through the network port.

The switches configuration operates from a run file. It also contains a startup file. It is important that

if you make changes to the switches configuration that you copy the run file to the startup file.

Otherwise the next time the switch is rebooted, your changes will be lost.

NOTE: You can type the first few characters of a command and then hit TAB to fill in the rest

To save a running configuration to the startup file, type:
copy run start
Hit Enter

To save the running configuration to a new filename, type:
copy run bootflash:<filename>
Hit Enter

To load a configuration from a file, type:
copy bootflash:<filename> run
Hit Enter

To read a file, type:
Sh file bootflash:<filename>
Hit Enter

To copy a configuration file from the switch to your laptop, do the following:

e Obtain your systems IP address

e Open 3CDaemon

e Open a command window and telnet to the switch by typing:
o telnet <switch IP address>
o enter the username: admin (no caps)
o enter the admin password

You are now logged into the switch
e Change to the bootflash: directory by typing:
o cd bootflash:

Do a directory of the bootflash: directory:
o dir

Copy the running configuration to a new filename:

o copy run bootflash:<filename>
o Example: copy bootflash:davetest

Do a directory to verify the new file exists

To copy the file from the switch to your system, do the following:
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o Copy bootflash:<filename> tftp:
o Enter your systems IP address on the next line

The file should now be in the C:\tftpjunk folder that you created and pointed
3CDaemon to.

To copy a configuration or license file from your system to the switch, do the following:

e Obtain your systems IP address
e Open 3CDaemon
e Open a command window and telnet to the switch

o telnet <switch IP address>
o enter the username: admin
o enter the admin password

You are now logged into the switch
e Change to the bootflash: directory
o (Cd bootflash:

e Copy the new configuration file from your laptop to this directory

o Copy tftp:<filename> bootflash:
o On the next line enter your laptops IP address

Do a directory to verify the file has been copied.

To load the new configuration file, type:
Copy bootflash:<filename> run

To save this configuration, copy it to the startup file:
Copy run start

To Load the license file, type:
Install license bootflash:license_file.lic

If the admin password isn't known, start console session, power cycle switch, hold down ctrl and
right bracket keys

The following example shows how to disable the management interface.
switch# config terminal
switch(config)# interface mgmt 0
switch(config-if)# shutdown

The following example shows how to enable the management interface.
switch# config terminal
switch(config)# interface mgmt 0
switch(config-if)# no shutdown
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Manually Setting an IP address on the MgmtO port:

Command Command

Step 1

At the prompt enter the following:

switch# config terminal Enters the configuration
Mode

switch(config)# “-Prompt Changes to this

Step 2

Enter the Interface Configuration Mode

switch (config)# interface mgmt 0
switch(config-if)# < Prompt Changes to this

Step 3
Enter the IP address for Mgmt0
switch (config-if)# ip address 1.1.1.0 255.255.255.0

Step 4
You can set the port speed by typing the following:
switch (config-if)# switchport speed 100

Configures the port speed in Mbps. Valid values are 10, 100, and 1000 (Supervisor-2 module only).

Step 5

switch (config-if)# no shutdown Enables the interface.

Step 6

switch (config-if)# exit Returns to configuration mode.
Step 7

Configure the IPv4 default gateway address.
switch (config)# ip default-gateway 1.1.1.1

REMEMBER TO COPY THE RUNNING CONFIG TO THE STARTUP CONFIG FILE!
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Console switch configuration

The following are commands to configure the switch through the console without using Device Manager
or Fabric Manager.

1 Establish VSAN ((config)# vsan database)
1. Define the VSAN.
o (config-vsan-db)# vsan vsan-number name vsan-name

2. Assign Port interfaces to the vsan.
o (config-vsan-db)# vsan vsan-number interface interface

3. Activate the VSAN.
o (config-vsan-db)# no vsan vsan-number suspend

4. Create the VSAN Interface.
o (config)# interface vsan vsan-number

5. Turn On (no shut) the VSAN Interface.
o (config-if)# no shut

6. Assign the mode to the Port interface.
o (config-if)# switchport mode F | Auto

7. Turn On the Port Interface(s).
o (config-if)# no shut

2 Establish Zones within the VSAN, by defining interfaces that are to be members of the zone(s).
1. Define the Zone.
o (config)# zone name zone-name vsan vsan-number

2. Add Port interfaces (members) to the zone.
o (config-zone)# member interface interface

3 Establish Zoneset(s) and add the appropriate zones to the Zoneset(s).
1. Define the Zoneset.
o (config)# zoneset name zoneset-name vsan vsan-number

2. Assign Zone(s) to the Zoneset.
o (config-zoneset)# member zone-name

4 Activate the Zoneset(s).
1. Activate the Zoneset(s).
o (config)# zoneset activate name zoneset-name vsan vsan-number
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