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About This Document

Purpose

This document provides instructions on how to enable NIC Partitioning (NPAR) on a Dell® PowerEdge®
M710HD and M915 Blade Servers installed with the Broadcom® 57712-k Converged Network Daughter Card
(NDC) Dual Port 10 GbE A Fabric option (see Figure 1).

Figure 1: Broadcom 57712-k Converged NDC

Audience

This document is written for the network administrator who wishes to partition the Broadcom network
controller on a Microsoft® Windows Server 2008 R2, VMWare® ESX/ESXi 4.1, Oracle® Solaris, SUSE Linux
Enterprise Server (SLES), and Red Hat Enterprise Linux® (RHEL) system with:

e up to eight functions (four per port) Ethernet enabled in addition to:

e up to four functions (two per port) iSCSI HBA enabled (in operating systems where the specific HBA can
be enabled).

or

e up to two functions (one per port) FCoE HBA enabled plus up to two functions (one per port) iSCSI HBA
enabled (in operating systems where the specific HBA can be enabled).

BROADCOM:- NPAR Setup Guide
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Acronyms and Abbreviations
In most cases, acronyms and abbreviations are defined on first use.

For a comprehensive list of acronyms and other terms used in Broadcom documents, go to:
http://www.broadcom.com/press/glossary.php.

Technical Support

Broadcom provides customer access to a wide range of information, including technical documentation,
schematic diagrams, product bill of materials, PCB layout information, and software updates through its
customer support portal (https://support.broadcom.com). For a CSP account, contact your Sales or Engineering
support representative.

In addition, Broadcom provides other product support through its Downloads & Support site
(http://www.broadcom.com/support/).

BROADCOM- NPAR Setup Guide
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Configuring NPAR

Using the Unified Server Configurator
Use Dell’s Unified Server Configurator (USC) to configure Broadcom’s 57712-k NPAR parameters.

To configure NPAR with the USC

1. Enter USC during system boot up by selecting the UEFI boot option. See the Dell website (http://
www.dell.com/content/topics/global.aspx/power/en/simplify management?c=us&|=en&cs=555) for
more information on USC.

UMNIFIED SERVER CONFIGURATOR | LIFECYCLE CONTROLLER EMABLED

UMIFIED SERVER CONFIGURATOR LIFECYCLE COMTROLLER ENABLED #
Hardware Configuration

Conf iguration Wizards guide sustem device set up (Ex: RAID, LiDRAC, Encryption). HII
Advanced Conf iguration configures Human Interface Infrastructure(HII)- enabled dewices
(Ex: BIOS, MWICE). Hardware Inventory iz used to view or export the server’s current
hardware inventory or the factory shipped hardware inwentory. Delete Configuration and
Rezet Defaults deletes the Lifecycle Controller configuration and restores factory
defaults.

BROADCOM:- NPAR Setup Guide
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Configuring NPAR

3. All of the Broadcom Ethernet Controller devices should be displayed on this page. Select the desired 57712-

k device port from the displayed list.

Harduware Configuration
Advanced Conf iguration

System BIOS Settings

Broadcom NetXtreme II 10 Gigabit Ethernet - 00:10:18:6F:D2:A4

Broadcom NetXtreme II 10 Gigabit Ethernet - QQ:10:18:6F:D2:A6

4. From the Broadcom Main Configuration Page, select Device Configuration Menu to turn on or off the

NPAR mode of operation for the selected devices.

UNIFIED SERVER CONFIGURATOR

LIFECYCLE CONTROLLER ENABLED

Broadcom MetXtreme II 10 Gigabit Ethernet - 00:10:18:6F:D2:A4

Broadcom Main Configuration Page

Device Configuration Menu

MBA Configuration Menu

iSCSI Boot Configuration Menu

NIC Partitioning Configuration Menu
Chip Type BCMSTT12E Al
PCI Device ID 1663
Bus:Dev:Func 06:00:00
Link Status UP

BROADCOM-
December 8, 2011 ¢ 2CS57712-SWUM102-R
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5. From the Device Configuration window, select either Enabled (NPAR mode, where each port has four
functions) or Disabled (Single Function (SF) mode, where each port has one function) for the device’s NPAR
mode.

N
D&LL UNIFIED SERVER CONFIGURATOR | LIFECYCLE CONTROLLER ENABLED

Broadcom NetxXtreme IT 10 Gigabit Ethernet - 00:10:18:6F:D2:A4

bevice Configuration

Device MAC Addresses:
Broadcom MetXtreme II 10 Gigabit Ethernet - 00:10:18:6F:D2:44
Broadcom NetXtreme II 10 Gigabit Ethernet - O00:10:18:6F:D2:A6
NIC Partition

Enabled

Disabled
Enabled

EnablesDisable NIC Partition Function. This setting enablessdisables

HIC partitioning for the entire device.

6. Returntothe Broadcom Main Configuration Page to edit the four partitions’ attributes by selecting the NIC
Partitioning Configuration Menu.

D&LL UNIFIED SERVER CONFIGURATOR | LIFECYCLE CONTROLLER ENABLED

Broadcom NetxXtreme II 10 Gigabit Ethernet - 00:10:18:6F:DZ2:R4

Broadcom Main Configuratilon Page

Firmare Inage Meny

Device Configuration Henu

HBA Configuration Henu

i5C51 Boot Conflguration Menu

[ NIC Partlitioning Configuration H!}rll.jl
Chip Type BCMS7T1ZE Al

BROADCOM:- NPAR Setup Guide
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7. This window gives access to the Global Bandwidth Allocation Menu, the Flow Control settings, and each
of the four partition’s protocol settings. First select the Global Bandwidth Allocation Menu option.

“D&LL UNIFIED SERVER CONFIGURATOR | LIFECYCLE CONTROLLER

Broadcom MetXtreme II 10 Gigabit Ethermet - 00:10:18:6F:D2:44

NIC Partition Conflguration

Broadcom MetXtreme II 10 Gigsbit Ethernet - 00:10:1B:6F:02:44

Global Bandwidth Allocation Menu

low Control
Auto
Partition 1

Fartltl

8. The Global Bandwidth Allocation Menu window controls the Relative Bandwidth Weight and Maximum
Bandwidth parameters for all four partitions. See “Broadcom Advanced Control Suite 4 (BACS4)” on

page 23 for more information on how BACS4 can also be used to control these settings.

UMIFIED SERVER CONFIGURATOR | LIFECYCLE CONTROLLER ENABL

Broadcom NetXtreme II 10 Gigabit Ethernet - 00:10:18:6F:D2:A4

Global Bandwidth Allocation Menu

Partition 1 Relative Bandwidth Weight

ol

Partition 1 Maximum Bandwidth
10

Partitlon 2 Relative Bandwidth Weight
i

Fartition 2 Maximum Bandwidth
10

Partition 3 Relative Bandwidth Weight
i

FPartition 3 Maximum Bandwidth
g0

Fartition 4 Relative Banduidth Weight
0

Partition 4 Maximum Bandwidth
B0

The sum total of all four partitions must be egual O or 100.

Configure relative bandwidth weight. Valid range - 0...100 percent.

BROADCOM-
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The Relative Bandwidth Weight is the value the port gives to that single partition’s send or outgoing traffic
with respect to any other actively sending partitions on that port when there is more send traffic pending on
the four partitions than send bandwidth available on that port. It is more than just a minimum bandwidth
setting. This setting follows these rules:

¢ The individual configurable value range is 0 to 100.

e The SUM of a single port’s four partitions values MUST be either exactly 100 or exactly 0 (which means all
four of the partitions are set to 0).

¢ If one or more of a partition's weight is set to 0, but the sum is 100 (i.e. not all of the partitions are set to
zero) then that partition's relative bandwidth weight value is effectively 1 with respect to allocation
calculations.

e Setting all four partition’s values to 0 will give every traffic flow on every partition equal access to the ports
available bandwidth without regard to which partition they are on unless restricted by the partition's
Maximum Bandwidth settings.

e If the sum of the relative bandwidth weights is 100 and there is more than one type of traffic flow on a
specific partition (i.e. iSCSI and L2 Ethernet or FCoE and L2 Ethernet) then the traffic on that specific
partition will share the bandwidth being allocated as if there was only one traffic flow on that partition.

¢ The weight applies to all enabled protocols on that partition.

¢ The Relative Bandwidth Weight is not applicable when in Data Center Bridging (DCB) mode. In DCB mode,
all traffic flows act as if their Relative Bandwidth Weight is set to all Os.

¢ The NPAR transmit direction traffic flow rates are affected by the three main modes in the following ways:

— In non-DCB mode where the sum of the partition’s Relative Bandwidth Weights equal 100, each
Partition’s combined traffic flow is equally scheduled to transmit within the limitations of the
partition’s Relative Bandwidth Weight and Maximum Bandwidth settings and the overall connection’s
link speed. This means a specific partition's Relative Bandwidth Weight value will restrict the traffic
flows sharing that partition's bandwidth allocation, as if one combined traffic flow with respect to the
other actively sending partitions. The partition's send flow rate is based on the ratio of that partition's
individual weight verses the aggregated weights of all the other actively sending partitions.
Furthermore, each partition's combined traffic flow will be capped by that partition's Maximum
Weight setting. See the User Guide's examples for more details. The actual inter-partition ratio of the
two sharing traffic flows is controlled by the host OS. Think of the dynamic weight ratio as a variable
sized funnel that could be further restricted by the Maximum Bandwidth fixed sized funnel with the OS
determining how the sharing traffic types are pouring into the combined funnels.

— In non-DCB mode where the sum of the partition’s Relative Bandwidth Weights equals zeros (i.e., each
partition's Relative Bandwidth Weight is set to zero), each individual traffic flow (i.e. Ethernet or iSCSI
Offload or FCoE Offload) is equally scheduled to transmit within the limitations of the partition’s
Maximum Bandwidth and the overall connection’s link speed. This means if the Maximum Bandwidth
of a specific partition is set to less than 100%, then the traffic flows sharing that partition will be
further restricted to where their combined traffic flow bandwidth will be capped by that per partition
setting. If all four partition's individual Maximum Bandwidths are set to 100% (i.e. they are
unrestricted), then each actively sending traffic flow (without regard to which partition they are on)
will equally share the transmit directions total bandwidth (i.e. TX link speed). The actual inter-partition
ratio of the two sharing traffic flows is controlled by the host OS. Think of the Maximum Bandwidth as
a fixed sized funnel with the OS determining how the two sharing traffic types are pouring into that
funnel.

— In DCB mode, all of the Partition’s Relative Bandwidth Weights are disregarded and the individual
traffic flows are scheduled to transmit within the limitations of the Priority Group’s ETS value

BROADCOM- NPAR Setup Guide
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(determined by it’s Traffic Type) and each partition’s Maximum Bandwidth setting and the overall
connections link speed. For example, the FCoE traffic type could be assigned to Priority Group 1 (PG1)
and all of the other traffic types (iSCSI and Ethernet) could be assigned to another Priority Group (such
as PGO). Each Priority Group has it's own ETS value (which works similarly to a minimum bandwidth
setting). DCB Lossless iSCSI (iSCSI-TLV) could be used in place of FCoE for a similar effect where the
Lossless iSCSI Offloaded traffic would go through it's assigned Priority Group while the Lossy Ethernet
traffic would go through another. Similarly to the other two rate controlling modes, the host OS
determines the actual inter-partition traffic ratio for the cases where two traffic types share the same
partition.

% Note: A traffic type’s send flow rate will be approximately the ratio of its individual partition’s relative
bandwidth weight setting divided by the sum of the relative bandwidth weights of all the partitions
currently actively sending on that port or that partition’s maximum bandwidth setting, whichever is
lower. In the case where the Relative Bandwidth Weights are all zeros OR in DCB mode, each traffic
type will have an equal "weight" with respect to one another (see “Examples” on page 56).

Z%I Note: DCB mode is supported in Windows and some Linux (RHEL v6.x and SLES11 SP1) OS's on the
57712-k. VMWare ESX/ESXi 4.1 does not support DCB (which includes both FCoE and DCB Lossless
iSCSI) on the 57712-k.

Each partition’s Maximum Bandwidth settings can be changed in the same way and has a range of 1 to 100%
in increments of 1% of the port’s current Link Speed (at 10 Gbps this would be in ~100 Mbps increments and
at 1 Gbps this would be in ~10 Mbps increments). This setting limits the most send bandwidth this partition
will use and will appear as its approximate link speed in various places in the respective operating system even
though the four partition's are sharing the same overall connection - i.e. the four partitions may advertise in
the OS that their link speed is 10Gbps each, but they all share the same single 10Gbps connection. Displayed
values may be rounded off by various applications. The Maximum Bandwidth value is applicable to both DCB
and non-DCB modes of operation. The Maximum Bandwidth value is applicable to the send (TX) direction only.

% Note: A partition’s send Maximum Bandwidth setting does not affect a partition’s receive direction
traffic bandwidth, so the link speed displayed for the partition is for the send/transmit/outgoing
direction only. All partitions receive direction maximum bandwidth is always the ports current Link
Speed and is regulated by the attached switch port just as it is in SF mode when multiple (L2 Ethernet
and iSCSI Hardware Offload and FCoE Hardware Offload) traffic protocol types are enabled.

The Maximum Bandwidth settings can be used to “oversubscribe” a port. This is done by setting the four
partitions of that single port to having a total Maximum Bandwidth setting SUM of more than 100% (i.e.,
10000 Mbps or 10 Gbps). That just means the various partitions will attempt to take as much bandwidth as
allowed (by their specific setting maximum limits and weights) as their individual traffic flow needs change. In
an oversubscription situation, the 57712-k will ration out free bandwidth based on the weights (sum is 0 verses
sum is 100) and maximum settings and the mode (DCB verses non-DCB) it is in. The above example shows the
first port’s four partitions being set to 10+10+80+80 = 180, which means the port is 180% subscribed (18 Gbps)
or 80% oversubscribed (i.e., 18 Gbps subscribed — 10 Gbps line rate available = 8 Gbps oversubscribed). The
Maximum Bandwidth setting applies to all protocols enabled on that partition.

BROADCOM- NPAR Setup Guide
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z I Note: When NPAR mode is first enabled or after a reset, the default values for all four partitions is
Relative Bandwidth Weight = 0 and Maximum Bandwidth = 25.

See “Examples” on page 56 for more details on both the Relative Bandwidth Weight and Maximum
Bandwidth settings affect traffic flow in DCB and non-DCB modes of operation.

1. Return to the previous NIC Partition Configuration window to change any of the four partitions protocol
settings by selecting the specific partition here.

UNIFED SERVER CONFIGLIRATOR | LIFECYCLE CONTROLLE

Broasdoon NetXtreme II 10 Gigablt Ethernet - O0:10:18:6F:02:A4

2. Inthe specific Partition window, select which protocols it will support and also view the partitions assigned
Networking MAC address, the Windows used iSCSI MAC address, the FCoE FIP MAC address, the FCoE Node
WWN, and FCoE Port WWN values. BACS4 can also be used to control these settings.

Protocol selection follows these rules:

e A maximum of two iSCSI or one FCoE and one iSCSI Offload Protocols (HBA) can be enabled over any two
of the four available partitions of a single port.

¢ The FCoE Offload Protocol is only available if DCB is also enabled and active on that port (i.e., the 57712-k
port is connected to a DCB compliant and enabled link partner).

e The iSCSI Offload Protocol can function without DCB but if DCB Lossless iSCSI (iSCSI-TLV) is required, then
DCB must be enabled and active on that port (i.e., the 57712-k port is connected to a DCB compliant and
enabled link partner).

e Only one Offload Protocol (either iSCSI or FCoE) can be enabled per single partition in NPAR mode.

e For simplicity, using the first partition of a port for FCoE offload protocol is recommended since the FCoE
port WWN will be the same for both SF and NPAR mode on the same port. This will make your Fiber
Channel Forwarder (FCF) switch configuration much simpler.

¢ For Windows operating systems, you can have the Ethernet Protocol enabled on all, some, or none of the
four partitions on an individual port simultaneously with any enabled offload protocols.

e For Linux OSs, the Ethernet protocol will always be enabled (even if disabled in USC).
e For simplicity, we recommend always using the first two partitions of a port for any iSCSI offload protocols.

¢ For Windows OSs, the Ethernet protocol does not have to be enabled for the iSCSI or FCoE offload
protocol to be enabled and used on a specific partition.

e For VMWare ESX/ESXi 4.1, in NPAR mode, the host and hosted Virtual Machines (VMs) should only

BROADCOM- NPAR Setup Guide
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connect to enabled Ethernet protocol adapters.

'*.
DAL UNIFIED SERVER CONFIGURATOR | LIFECYCLE CONTROLLER ENABLED

Broadcom MNetXtreme II 10 Gigabit Ethernet - 00:10:18:6F :D2:A49

Partition 1

Ethernet Frotocol

Enabled
ISCsI Off load Protocol

Disabled
FCoE 0Offload Frotocol

Enab led

Enables-0izable FCoE O0Offload Protocal. This option is disabled if
this port has a partition that already have FCoE Off load
Frotocol enabled.

BROADCOM:- NPAR Setup Guide
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Supported Operating Systems

The 57712-k SF and NPAR mode supported operating systems are shown in Table 1.

z@l Note: The drivers may not be in the box.

Table 1: Protocols Available in Operation Systems Versus SF and NPAR Mode

SF Mode NPAR Mode

Operating System Ethernet iSCSI Offload FCoE Offload | Ethernet iSCSI Offload FCoE Offload
Windows 2008° Yes Yes Yes Yes Yes Yes
Windows 2008 R2?2 Yes Yes Yes Yes Yes Yes
Windows 2008 R2 Yes Yes Yes Yes Yes Yes
Hyper-V@

Oracle Solaris 10u9 Yes No No Yes No No
Linux® Yes Yes Yes© Yes Yes Yes©
VMWare ESX/ESXi 4.0 Yes No No Yes No No
VMWare ESX/ESXi 4.1 Yes Yes No Yes Not certified. No

a. DCB (DCBX/PFC/ETS) supported.
b. DCB (DCBX/PFC/ETS) supported in RHEL v6.x and SLES11 SP1 only.
c. FCOE offload supported in RHEL v6.x and SLES11 ASP1 only.

BROADCOM- NPAR Setup Guide
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Viewing and Configuring the Partitions
e Windows Server 2008 R2

e Red Hat Enterprise Linux

e VMWare ESX/ESXi 4.1

Windows Server 2008 R2

Installing the Latest Dell Drivers

When the 57712-k cNDC is first installed, the iSCSI and FCoE devices may not appear. If the latest Dell driver is
already present on the system, the 57712-k will be identified and the NDIS personality/protocol will be
installed. If the latest NetXtreme Il drivers are not present on the system, go to the Dell driver download web
site (http://support.dell.com/support/downloads/ under the specific Dell blade server platform) and install

the latest NetXtreme Il network drivers for your specific installation system.

Device Manager

48l Intel(R) 82801 PCI Bridge - 244E

& Intel(R) processor DMI - D130

M Intel{R) processor Miscellaneous Registers - D158

;M8 Intel{R) processor PCI Express Root Port 1 -D133
[El-y8& Broadcom BCMS7712 MetXtreme II 10 GigE #41

e}

N

-84 Broadcom BCM57712 NetXtreme IT 10 GigE £42

= g‘ Broadcom BCMS57712 MetXtreme II 10 GigE (MDIS VBD Client) #41

: l-_;‘ Broadcom BCM57712 Metitreme II 10 GigE (MDIS VBED Client) #42

Figure 2: Windows Device Manager

To enable the devices to be detected by the operating system, start BACS4 and while in 57712-k SF mode, select
the port System Device>Configuration>Resource Reservations, check the boxes to enable the applicable iSCSI
and FCoE Offload Engines protocols and then click Apply. Click Yes when the temporary network connection
interruption warning displays and wait for the discovered devices to be installed by Windows - no reboot is

necessary while in SF mode.

BROADCOM-
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& Broadcom Advanced Control Suite 4 : iz o ]
File WView Action Filter Context Tools Teams iSCSL Help
J_| |Fi|her: I.-'-\LL VIEW B ||C0nﬁguraﬁons B ||7 Resource Reservations W Licenses ¥ Advanced
Explarer View 8 | Information  Configurations | Statistics |
Bl 24 Hosts Property Value
B- [J WINRA3QIRKD731 Advanced
-- L™ Adapteri (BCM5709 C0) Resource Reservations
-- ¥ AdapterZ (BCM5709 CO} =} Pre-Allocated Resources
Bl LT Adapter3 (BCM57711 AD) NDIS W Enable
& TCP Offload Engine (TOE) ¥ Enable

™ Adapter4 (57712 A1)
: Portl

¥ Enable
[V Enable
- Maximum | CF Utfload Engine (... |g1594

SCSI Offload Engine

[0045] Broadcom BCM57712 NetXtreme IT 10 GigE #45

[0007] Broadcom BCM57712 Netitreme IT 10 GigE (NDIS VBD Client) 45 - Maximum iSC5I Offioad Engine 178
=5 * Pori2 - i5CSI Pending Tasks Per Connect... |64
- [0046] Broadcom BCM57712 Netitreme II 10 GigE #46 - Memory consumption(%&) 100
™ [0012] Broadcom BCM57712 NetXireme II 10 GigE (NDIS VED Client) %46 - TOERSS Disabled
-~ FCoE Connections 1024
- FCoE Pending Tasks 4096
-~ FCoE Pending Tasks Sessions 512
FCoE

Figure 3: Broadcom Advanced Control Suite 4

If you are in NPAR mode, go to the 57712-k Adapter>Configuration>Property window and click the + next to
the NIC Partition to expand the menu. In the expanded menu, if the NIC Partition setting is unchecked
(Disabled), change it to checked (Enabled) and then set the desired partition's Ethernet/NDIS, iSCSI and FCoE
protocols. Also set the Relative Bandwidth Weights, Maximum Bandwidth settings and then click Apply. You
must reboot the system for Windows to discover and install the device drivers.

BROADCOM:- NPAR Setup Guide
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& Broadcom Advanced Control Suite 4

File View Action Filber Context Tools Teams iSCSI Help
|| |Fitter: [ALL vIEW |~ ]||Configuration [« ]|M NIC Partition
Explorer View & | Information Configuration
= 898 Hosts Property Value
= [ WIN-RAIQRKD731 hmc Partition
-- ™™ Adapter1 {(BCM5709 CO) - Reset Configuration to Default
-- ™ Adapter2 (BCM5709 CO) -~ MIC Partition Enabled
- (2 Adapter3 (BCM57711 AQ) - Port 0
E} B Adaptera (57712 A1) > Flow Control Auto
B —9— Portt =+ Function 0 .
Tt - EtheretMdis ¥ Enable
= E;:| _m['EI__UEU_] Broadcom | - i5CST ™ Disable
;:?— [0012] Broadc - FCoE ¥ Enable
- @@ [0027] Broadc - Relative Bandwidth Wei... |5
[0051] Broadcom | - Maximum Bandwidth (%) |10
= "B | [0053] Broadcom | E=- Function 2
. 5% [0030] Broadc - Etheret/Ndis [ Disable
& PBY [0054] Broadcom | - SCSI I" Disable
- 55 [0016] Broadc - FCoE [ Disable
[ - Relative Bandwidth Wei... |5
~ @@l [0031] Broade - Maximum Bandwidth (%) | 10
[ Port2 [ T a——

Figure 4: Broadcom Advanced Control Suite Adapter Settings

After the devices are installed, the enabled devices (L2 Ethernet NDIS, FCoE and iSCSI) will be visible in the
Windows Device Manager and BACS4. The following is the 57712-k's Device Manager's display in SF mode (see

Figure 5).

[#-78& Intel(R) 82301 PCI Bridge - 244E
----- & Intel(R) processor DMI - D130
-8 Intel(R) processor Miscellaneous Registers - D153
118 Intel(R) processor PCI Express Root Port 1-D133
I-78 Broadcom BCM57712 Netireme IT 10 GigE #41

Device Manager

l;'* Broadcom BCMS57712 NetXtreme IT 10 GigE (NDIS VBD Client) #41
€z Broadcom BCM57712 NetXtreme II 10 GigE FCoE Adapter #41

i €z Broadcom BCM57712 NetXtreme II 10 GigE iSCSI Adapter #41
=8 Broadcom BCM57712 Netxtreme IT 10 Gige #42

..1‘2- Broadcom BCM57712 NetXtreme IT 10 GigE (NDIS VBD Client) #42
42 Broadcom BCM57712 NetXtreme II 10 GigE FCoE Adapter #42

Figure 5: Windows Device Manager
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Viewing the Enabled Devices in Device Manager

Windows shows all of the enabled devices in Device Manager with the respective USC-enabled NPAR protocols.

The following example shows:

e Eight-enabled Ethernet protocol partitions (four possible per port) as the Broadcom BCM57712
NetXtreme Il 10 GigE (NDIS VBD Client) #50 through #57 in the Network Adapters section.

e Two enabled iSCSI protocol partitions (up to two are possible per port if no FCoE is enabled) as the

Broadcom BCM57712 NetXtreme Il 10 GigE Multifunction iSCSI Adapters #51 and #55 AND two enabled

FCoE protocol partitions (one possible per port) as the Broadcom BCM57712 NetXtreme Il 10 GigE

Multifunction FCoE Adapters #52 and #56 in the Storage Controllers section

e Eight Broadcom BCM57712 NetXtreme Il 10 GigE Multifunction virtual bus devices #50 through #57 in the
System Devices section. These eight virtual bus system devices are always present and are not controlled
by what protocol is enabled in USC.

Ver H maq; r

FIek:ﬂmﬁeuHeh

| = (0| 7HEIE

@ 3 Roles
# ﬁ Features
E51 Event Viewer
B {3 Performance
i Device Manager
' g Configuration
@ Storage

Eﬁ Server Manager (BROADCOM-ISCS JyTRn+ry TET PN, 33
' = & Network adapters

¥ Broadcom BCM5709C NetXtreme 11 GigE (NDIS VBOD Clent) 246
Broadcom BCM5705C NetXtreme 11 GigE (NDIS VBD Client) #47
Broadcom BCMS709C NetXtreme I1 GigE (NDIS VBD Client) =48

Broadcom BCM57712 Netitreme 11 10 GigE (NDIS VBD Client) #50,
& Broadcom BCMS57712 NetXtreme 11 10 GigE (NDIS VBD Client) #51
 ®¥ Broadcom BCMS7712 Netitreme 11 10 GigE (MDIS VBD Client) #52
Broadcom BCMS7712 Netitreme 11 10 GigE (NDIS VBD Client) #53|
Broadcom BCMS57712 NetXtreme 11 10 GigE (NDIS VBD Clent) #541

" Broadcom BOMS7712 NetXtreme 11 10 GigE (NDIS VBD Client) #55¢
o Bfoadmm BCMS7712 Nettreme I1 10 Gl {(NDIS vED Cﬁml] 2561

! ‘% Broadcom BCMS709C Nettreme II GigE 246
& Broadcom BCMS709C NetXtreme 11 GigE; #47
28 Broadcom BCM5705C NetXireme 11 GQE 248

aﬁ Broadcom BCMS7712 NetXireme 11 10 Gige mu Function 251
_% Broadcom BCMS7712 NetXtreme 11 10 GigE Multi Function #52
-1+ Broadcom BOMS57712 NetXtreme 11 10 Gigf Multi Function #53
-1 /B Broadcom BCM57712 NetXtreme 11 10 GigE Multi Function #54
{48 Broadcom BOMS7712 NetXireme 11 10 GigE Multi Function 255
1B Broadcom BCM57712 NetXireme I1 10 GigE Multi Funiction 256
1 7M Broadcom BCM57712 Netitreme 11 10 GigE Multi Function =57
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Right click the specific device and select its Properties to access some of the advanced features of the device.

= B8 PO b
=1 IntelR) 5520/5500/X58 1O Hub PCI Express Root Port 7 - 40E
= ;88 Broadcom BCMETT1INP Metiireme [T 10 Gof Multi Function 41
&¥ Broacoom BOMSTT 124 Netitreme 1T 10 GigE (NDES VED Clent) =41
=+ Broadoom BCMETTLINP Metitrem: [T 10 GigE Muili Funclion 242
‘B Brosdeoe BOMSTT L2 Metitreme [T 10 GioE Mull Funclion 256
B Broadcom BOMS77 LW Netitreme IT 10 GoE Mulli Funcion 257
= M Broadessm BOMSTT1INP Nebirems [ 10 GoE Mulli Function 258
&¥ Broadoom BOMST712-4HP Netiireme [T 10 GoE (MDIS VED Clent) 258
= i Broadcoe BOMST7LINF Netirems [1 10 GoE Mulli Functon 259
&¥ Broadcom BOMS771244F NetXireme 01 10 GoE (NDIS VD Clent) =59
"8 Broadooen BOMSTTLINP Netireme 11 10 GoE Mult Funciion S50
B Broadooen BCMSTTLINP NetXireme [1 10 GoE Mult Funcion 252

This brings up that device’s property window. The following is the BCM57712 iSCSI device showing the HBA and

connected target session information, send/receive statistics and ping test results.

'General Advanced | Driver | Detais |
ISCSIMAC:  00:10:18:6F-D3:BF

HBA Portals:

Address | Mask/Scope | DHCP |
1117 26525500 Mo
FEBD-0000-0000-0000-0210:18FF-FEGF-D3BF 2 Mo
Sessions:

Target Mame | Address | Port |
ign.2010-10.com broadcomtgt15a ram 15a 11115 3260
ign.2010-10.com broadcom gt 150 ram 150 1.1.2.15 3260
ign.2011-05.com broadcom 1gt 14a ram 14a 1.1.1.14 3260
ign.2011-05.com broadcomtgt 14b ram 14b 11214 3260

Remote |P Address:

|1.1.1.12 Ping |

Total Connections: 4
Bytes Sent: 20652885 MB
Bytes Received: 872225 MB

BROADCOM-
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The following shows the properties window for the FCoE device showing World Wide IDs, connected Fabric and
Target information.

Broadcom BCM57712 NetXtreme II 10 GigE FCoE Adapter #79 Prop... E3 |

General  Advanced | Drriveer | Detailsl
[l et - (1 (10:00:10:18:38:E 8
Mode wha/M: 10:00:00:10:18:88:E8:C5
FCoE MAC: D0:10:18:88:E8:Ch
Fabrics:

Fahric Name [ NP | FOD | wieM | Portwiwh
27030000 ECCAD4S  MNo  E20058 2009 20:00:00:10:18:8¢

1] | 0
Targets:
FOD | PortwiwN | Mode wiwh | Disc

CEOS00 B0:06:0:E0:44:60:0C:CE SO:0R01:EQC4E00C.CE  20:00
CE1100 BO:06:0:69:44:60:00:CE BO:0E:01:E0.C4E00C.CE  20:00
CE2500 20:08:00:0E:11:1 27082 2007000E1112704A2  20:00

4 | 2

] Cancel

The following shows the property window for the NDIS (Ethernet) device:

=
Genersl  Advanced | Driver | Dietads | Povesr Maragement |

Thee follorwirg praperties o svalable for this reteodk
adapter. Chck: the propety you wart fo changs on the
Linalabtull i ared e select &3 vk on the nght

Bropety Vaha:

Pk Large Send Ofload - Erbied -
Jumba Fasckost :| [ :I
Lestaly Admiristernd Addreds

Husber of R5S Quaue

Pause On Exhausted Host Rirg

Pricrty & VLAN

Fecenws Bufers (Defulo)

Facarss Side Scalng

TCP Carmection Ofland (Pvd)

TCP Cornaction Oflond (PvE)

Tranamd Euffers (0=Auto
VLAM ID
WO Lookshesd Spit pe
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! l Note: In NPAR mode, MS Window's TCP Chimney Offload or TOE functionality can be enabled or
disabled on a per partition granularity in this Advanced Properties control window and in BACS4's
NDIS Advanced Properties control window.

The number of currently active Windows TOE connections can be viewed by using the netstat -not" command
in a DOS window.

Proto

Active Connections

Local Address

Of f lnad State

1.1.1.24:493081
1.1.1.24:49382
1.1.1.24:492383
1.1.1.24:49384
1.1.1.24:49385
1.1.1.24:423086
1.1.1.24:492387
1.1.1.24:423088
1.1.1.24:49389
1.1.1.24:492310
1.1.1.24:49311
1.1.1.24:49312
1.1.1.24:49313
1.1.1.24:49314
1.1.1.24:492315
1.1.1.24:492316
3.3.3.24:49289
3.3.3.24:49271
3.3.3.24:49223
3.3.3.24:49274

sUserssAdmninistrator>netstat —not

Foreign Address

1.1.1.25:5A18
1.1.1.25:5A12
1.1.1.25:5881
1.1.1.25:5013
1.1.1.25:5008
1.1.1.25:5003
1.1.1.25:5A14
1.1.1.25:5088
1.1.1.25:5004
1.1.1.25:50086
1.1.1.25:50089%
1.1.1.25:5815
1.1.1.25:5882
1.1.1.25:5011
1.1.1.25:5885
1.1.1.25:56887
3.3.3.24:49223
3.3.3.24:49274
3.3.3.24:49289
3.3.3.24:49271

State

ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED
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Broadcom Advanced Control Suite 4 (BACS4)

The BACS4 utility provides useful information about each network adapter that is installed in your system,
including partitioned adapters. BACS4 enables you to perform detailed tests, diagnostics, and analyses, as well
as allows you to view and modify various property values and view traffic statistics for each adapter, including
other vendor devices.

BACS4 allows the enabling and configuring of both ports NPAR flow control/protocols/Relative Bandwidth
Weights/Maximum Bandwidth settings.

The following figure shows the per partition NPAR settings (see Figure 6). This is where BACS4 can enable or
disable NPAR mode. This is also where BACS4 controls the NPAR per port IEEE 802.3x Link-Level Flow Control
settings (used when DCB's PFC is disabled), enabled protocols (Ethernet or iSCSI or FCoE), the Relative
Bandwidth Weight values, and the Maximum Bandwidth values per partition.

& Broadcom Advanced Control Suite 4

File Wiew Action Filter Context Tools Teams iSCSI Help

|| |Filter: |ALL vIEW [~]||[configuration |+]|W mIC Partition
Explorer View % | Informaton  Configuration |
E- 898 Hosts Property ||.|'ah.|e
= [ WINRAQRKO731 NIC Partition
-- =™ Adapter1 (BCM5703 CO) - Reset Configuration to Default
-- == Adapter2 (BCM5709 CO) - NIC Partition Enabled
[ I Adapter3 (BCM57711 AQ) E-Port0
E} I Adapterd (57712 A1) = Flow Control Auto
B - Porti = Function 0
5, R - Etheret/Ndis ¥ Enable
- i [H050] Bruadcom - I5CSI ™ Disable
B [0017] Srond - FCoE ¥ Enable
@ [0027] Broadc - Relative Bandwidth Wei_.. |5
: [D051] Broadcom | -~ Maximum Bandwidth (%) | 10
=3 B.':l- [0053] Broadcom | - Function 2
55 [0030] Broade - Etheret/Ndis ™ Disable
=- B [0054] Broadcom | -~ ISCSL [ Disable
T-r_ [0016] Broadc :Clofj T Sl- il
P - Relative Banawi =
'''' BN - [t Bomadk - Maximum Bandwidth {3c) | 10
B L = Function 4
- Etheret/Mdis [¥ Enable
- I5CSI [¥ Enable
- FCoE [ Disable
- Relative Bandwidth Wei... |45
- Maximum Bandwidth (35) |80
= Function &
-~ Etheret/Mdis ¥ Enable
- I5CSI [ Disable
--FCoE [ Disable
- Relative Bandwidth Wei... |45
-~ Maximum Bandwidth {3c) |80
Figure 6: BACS4 NPAR Settings
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BACS4 displays the per partition Virtual Bus Device (VBD) information.

B Broadcom Advanced Conbrod Suite 4
Fle Veew Acton Fiter Condewt Tooks Teamc SCSI Help

# I Adapter3 (BOMS7711 AD)
S T Adapterd (S7712A1)

|| |Frters [aus view T=] |[informaton  [+] | vital Signs ¥ Diver Information 7 NIC Partison
IExplorer View # | Informaton | Configratons | Statstis |
ER
= [ wmsasgmaTI |
@ I Adapter1 (BOMS708 CO) Driver Yersion |6.4.35.0
- Adapter2 (BCMS709 CO) fl - oriver Date |s/21/2011
Driver Name | evbda.sys

1| [0012] Broadcom BOMS7712 Netitrame [1 10 GigE Multi Function SCST Adapter
28 (0027 Broadeom BOMSTT12 Netxreme [ 10 GigE (NS VD Chent) 250

" [D051) Broadcom BCMSTT12 Netitreme 1T 10 GigE Multi Function 251

i

FE (0053 Broadom BOMSTTL2 Nettireme I 10 GigE Mult Function 353
58 [0030] Broadtom BOMSTT12 Netitrems I 10 GigE (NDIS VED Chent) £53

Tcks MAC Address | D010 1B6FDICH
5CST MAC Address 0010186FDCS
Physical Network MAC Address | D010186FDICH
Physical SCST MAC Address | 0010 186FDCS
Relative Bandvadth Weight (%) |45
Maamum Bandwidth (%) ]

T [0054) Broadcom BCMSTT12 NetXireme 1 10 GigE Multi Funcion 54
55 [0016] Broadcom BOMST712 Netxtreme [ 10 GigE Multi Function FCoE Adapter
B8 [0031] Broadeom BOMSTT 12 Netitreme 1 10 GigE (NDIS VED Client) 254

B -4~ Pert2

m

The following shows the per partition FCoE device information.

% Broadcom Advanced Control Suite 4

Fle View Action Fiter Contewt Tooks Tesms BCS1 Help

|| |Fier: [t viEW |*] | [irnformaton || |F vital Sore ¥ Driver Informaton

|Explorer View -

E- 890 Hosts
B wWh-RANRDTIL

I Adapter 1 (BOMS09.CO)

= Adapter 2 (BOMS5T09 OO)

I Adapter3 (BOMSTTLL AD)

=N Adapterd (57712 A1)

B —& Portl
a1 [0050] Broadoom BOMSTT2 Netiems T 10 GigE Multi Function 250

T [0051] Brosdeom BOMETT 12 NetiCreme 11 10 GgE Multi Function 251

)

2]

m-m

M B R
FLF Seiction |Frst Receved
WA | 10:00:00: 10: 15:6F:d30d

| 20:00:00: 100: 18:6F.d3bd

= P [0053] Broadoom BCMETT 12 Metieme 1 10 Gigh Multi Function 253 Driver Version 6.4 180
58 [030] Broadomm BOMST712 Netiireme 1T 10 GigE (NDIS VB Clent) 253 ~Drives Date — lepoponn
= [T [0054) Srosdoom BCMS 7712 Netirems I 10 GigE Mult Function 354
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The following shows the configuration of FcoE device settings.

& Broadoom Adwanced Conbrol Suite 4

S

Fle View Acton Fiter Conbext Tools Trams SCSI Heb
| [Piter: [aus veEw [*]|[confiouraton [=]|F Advarced
View
B st
B @ whnaagRmm

I3 Adapter] (BOME709.C0) Feset o Factory Defaults | Click oz b st b et

- AdapterZ (BOM509.CO) Fabric dsconnect bmeout |30

N AdapterS (BCMSTTILAD) Torget ramoval Bmeout !!J

O D Adapterd (57712 A1) : imwmm“? _:mma.tw.uux.um
& — perti o r—

@ (T [0 Broadeom BEMSFT1E Netitrems I 10 gl Mus Function 50
" [0051) Eroadcom BCM5 7712 Nebilreme IT 10 GigE Mull Funcion 251
2 [T 0053 Broadeos BOMSTT12 Netirems 1T 10 (gE Muls Funetion 953
8 [0000] Brosdens BEMETT12 Netitreme 1T 10 Gigf (NDIS VBD Chent) =13
= [T [o054) Brosdenm BOMS7712 Netiems I 10 GgE Muls Function 254
B

The following shows the per partition FCoE device statistics.

s Broadoom Advanced Control Suite 4
Flle View Action Fiter Context Tools Teams SCSI Help
U s e o] e ]| censrs
|[Explorer vew
B M Hosts
B [ whaasqRKDTI
& I Adapter] (BCMS79 CO) Input requests 1713102058
# = mz mq.'smm] Dutput requests 1332
14—t ol = 7
= Eﬂm Al Output megabytes 3083
‘ ® [ [0050] Broadeom BCMS7712 Netxreme 1T 10 GiOE Multi Function 250 FEOF varsrwived fames 1719653711
= FCoE trarmmitted bytes 174651619204
[0051] Broadoom BCMS577 12 Netireme 11 10 (GgE Multi Function =51 Transmitted FCP frames | 3430043518
‘ = [T [0053) Broadcom BCMS?T 12 Netireme 11 10 GigE Multi Function =53 T FCoE received frames 3430043595
B8 [0000] Brosdcom BOMSTT12 Netttrems 1T 10 Gig (NDIS VED Clent) 253 FCEE recaived bytes 1153447010868
= [F [0054] Broadeom BCMSTT12 Netitrame 1T 10 GigE Multi Funiction 254 Received FCP frames 3430043518
= 5 [0018] Broadcom BOMST712 Neterems T 10 GgE Multi Funcson FOoE Adapter FIP VLAN negotiabions performed | 1
S 811 Pork 20:00:00:10: 18:6F:D3:80 FIF fabric dscoveries performed :
QT e 0
LUNL Packets received with wrong FC-._ |0
LUMZ ‘Wrong FCoE verson count 1]
LUMNE Wrong delimiter count a
LU Miszing frame count a
LLINS | Receive sequence Bmeout count |0
LLE LLP_TON expiration count a
LT REC expiration count a
T8 [0031] Broadcom BOMST712 Netitrame I 10 GE (NDIS VED Chent) 254 AETS count 20
B~ Port2 SRR count - 0
Reset LN count a
Reset target oount 1
Sesson MEChWEry Count 0
|~ FCoE dropped frames a
Dropped Sequences Q
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The following shows the per partition FCoE device connection information.

s Broadoom Advanced Control Suite 4
Fle View Acton Fiter Context Toos Teams BSOS Help
||j Filter: [ALL VIEW | =] |[infermaton [=] [P Fatric informaton
View
B a0 Hosts
= @ weRARKDTI
B U Adagter] (ECM5709.CO) Port Type |Heert
B I Adagber2 (BCMS5709 C0) W Port Mame: 00000 100 18:6 6. b
IS Admoter3 (BCM57711 AD) WA Mode Nars me:m:m:m:ﬁm.ﬂ
e Port FCID OuSR05E
STTIZA ! !
= l.,_,= ( 0 Fatwic Pricrity =]
B - Portl — = L
Linkendielritery 8000
& [T [0050] Broadoos BCMS7712 Netiireme [T 10 GgE Mult Funceon 250 T pma Macad cercoosooe
[0051] Broadioom BCMST71Z Netireme [T 10 GigEé Multi Funciion 251 | Fabric Name | 201000 eceTme01
= [T [0053] Groadoom BCMSTT12 Netireme [ 10 GgE Ml Funcsion 253 Falbric VLAN 1001
8 [0030) Sroadcom BOMETT 12 Netitreme 11 10 GigE (NDES VED Clent) 253 - FoHap | Oecfest
= [T [00%4] Eroadcom BOMETT1Z Netitreme IT 10 GigE Muls Funciion 254 FOF Machddress | SODECE JAEQD
= B [0006) Sroadcom BOMST712 Netitreme 1T 10 GigE Multi Function FCoE Adapter | FCF Wi hiode hame: 00100 e drae0l
= FCF W Port Mame | 20:0:00:0d e b Jee: 3
Trgeto
LU
LUn]
Lunz
LN
LU
LS
LUNE
. LLUNT

The following shows the per partition per FCoE target information.

o Advanced Control Saite 4
Fe Wew Acton Rl Combext Tool Tesms 5050 Help
]j;ﬁu;lmm- [] |[informason [=]|F FCoE Target Information
Explorer View
B [ WINRASQIRENTIL
- IS Adapter 1 (BCMST05 C0) FCID | Docson 7
SN adapter? (BCMST0% CO) W PortMame | 10:00:00:00:co:52:06:56
S adapterd (BCMSTT11 AD) [ "W Node Nome: | 20:00:00:00:c5:92:c8:56
= Adapterd (STT1ZAL) | SCE] Bus Murnber o
E- =#= Portl
# T [0050] Broadcom BCMSTT12 Netitreme [T 10 GgE Multi Function 250
[0051] Broadcnm BCMSTT12 MeDitrame [T 10 GgE Mult Function 251
T [053) Broadcom BCMSTT12 Nebitrems IT 10 GoE Multi Function 253
B [0030] Broadcom BOMSTT12 Netitreme [T 10 GigE (NDIS VBD Chent) 253
B T [0054] Broadoom BCMSTT 12 MNetitreme I 10 GgE Mult Function 254
= = [0015] Broadeom BOMST712 NetXireme [T 10 GigE Mulli Function FCoE Adapter
Ei- 05 Port 20:00:00: 1 18:6F DRED

-

[

m

LurD
Lum1
L2
LUrT
L
LLNS
LS
L7
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The following shows the per port DCB protocol information

Fie Wew Acton P Context Todk Toos SCE el

I_ St [aL v I:“rﬁ-—m |:|Fnlunpnﬂt—mﬂn:hﬂ'umm

| e | conforasers | stamencs | cugronns |

hlll—'llr -
5 B s
= [ woisemee
B el | BOERA 0]
5 Adepter BORSAR C0)
B adacter S BOCUTIL AT)
B dapierd BOETTEIAD

B ' F05.1] Bresmicoes BOMITT LI Metirese B 30 Ggf 551

L ; [200] Brosdcom BONETTY Mettineme I 1 Ggll SO Adepter #51
F 52 o] Braadene SO TIIE Nefibeme 5 10 Ggf SC0E Sdaster 41
:‘ RS 1T Brmine ARSI betumeme B 0 G OIS 80 Cheeat) ait
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BACS4 allows per port enabling and configuring of the DCB protocol default and initially advertised settings and
port "willingness" to change to the received DCBx values as shown below.

@'m
Fie vew Artes Pl Costewt Tots Tesws 808 Feis

“ [ wvirremTee
- Acagter ] (BCMET0% CT0
B R hclagter 2 (BRCMATON £
S dapter] POMSTTIAY
= N Adagters BOETTI2 AL
]
B [T oo ) voackom POMITT I3 Pesreme [ 300G 253
e (000 Sroadom BCHATT LI NeTiheme I 10 G 5052 Addapter F5L
= EE ] Brvsnions BOMS TP L Metirese B 10 GE FOoE dinsier 551
S 037 Broackom BOMITT L Meteneme I 50 Gigll (NDIS VD Clerd) #31
B~ el
& [T O Bemaom BEMEITT L2 Metimeme [T 38 Gkl w52
5= 50007 Broadcom BOMS YLD Netneme I 10 Gigll FCOE dcdagsier 57
[ [0 Brearicsm BOMETTL Netireme I 10 S 5052 Adaster #43
Tl ) e B 12 GgE ot L
* N Adepters BOMITTIZAL
B daterd OMETRLI AL

Loch mctwe wllng
Crpcmees | OEOORETTSS s]  sses |
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T IE Pinase follom S e bk & cordigure:
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[ ACoE | Enable E 'I
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The following shows the per port DCB protocol statistics.

% Broadcom Advanced Control Suite 4

Fie WView Action Fiter Context Took Tesms SCSI Help

|} it [ viEw ] [fasss ~]|F ocexsatstes B custom

[Exporer view 8 | informaton | Configratons  Statstcs | Diagnostis |
B M Hosts Froperty Value
E @ winrasgmw
[ ¥ Adapter1 (BOMS704 CO) DCEN, Frames Sent | 15358
G- Adapter2 (BCOMS709 C0) DCEX Frames Received 15381
B B Adspter3 (BOMSTT1LAD) PEC Frames Sent | #1504
E- i Adapterd (57712 A1) PFC Frames Received o
= = Portl
Frames se less than 64bytes .. |0
5 [T [0050] Broadcom BCMS7712 Netiireme 11 10 GigE Mult Funcion =50 e -
S [0013) Broadcom BCMST712 Netétreme IT 10 Gigf Multi Funcion SCST Adapter || acpyon 0
D8 [0027] Broadcom BCMSTT12 Netitreme [T 10 GigE (HDIS VED Client) 350 MAC Roc. w] no Pouse G : o
[0051] Eroadeom BCMS7712 Netitreme I 10 G Multi Function #51 ~—MAC Sent on 0
& [T (0053 Broadcom BCMS7712 Nettreme I 10 GigE Multi Function 253 MAC Sent Xoff 0
28 [D030] Broadcom BOMSTTL2 Netitreme IT 10 GigE (NDIS VED Clent] 253 Pause frames recerved ]
B [T [0054] Broadeom BOMSTT12 Netiireme 1T 10 GigE Multi Function 254 Pauss frames sent 0
£ [0015] Broadcom BOMST712 Netitireme I 10 GigE Multi Function FCoE Adapter
0 (0031] Broadcom BEMETT12 Netiirame I 10 GgE (NDIS VBD Client) £54
B4 pertd
The following shows the per partition iSCSI device information.
Advanced Control Suite 4
Fie: Action Fiter Context Tools Teams SCSI Help
|Fater: A viEw [=] |[nformation  [=] [ vital Sgres 7 Deiver Information 7 Defauit Drives Parameters
florer View 8 | info | conte | Da | statstes |
EE ) = ol
= @ winasgRKTIL
- S Adepter1 (BCMS709 CO) | InsslRIT |Yes
B Adspter2 (BCMS7US CO) |~ Imeediate Daia | ves
IS Adapterd (BCMSTTLL AD) | Data Sequence in Order _ves
B 57712 Data POU In Order es
el o M Outandng 2T i N
B m [D050] Broadoom BOMSTT 1T Netimemse 11 10 GgE Mull Function S50 :;tg::::::::: ::ﬁ.
= @5 [2012] Broadcom BOMST712 Netkireme I 10 GoE Mull Funcion ISCS1 Adap Srror Fiecarrery Level Ts
I Pocal 415 | Defauft Time o Wiait :
® gmaw-w.wm.mmmxpm | Defsit Tme to Retsn IE3
) . 2010-10.com. broadcomatgtl S ram 15 M Cornections 1
# (9 an 1105 com rosdom-gtide.rami4a
= i, 2011-05.com. broadcomatgt 1 sh.ram 14 MALC Addres 00 M0 IBEFDIRCS
S5 Portal fed0::210: 18 fesFdXks | B IPva Address )
S [0027] Broadcom BOMSTT12 Netreme 11 10 GigE (NDIS VED Chent) 250 S 1Pv4 Configuration 1.1.1.4
T [0051] Broadcom BOMSTTI2 Netiweme 1T 10 GE Mult Function 851 PADMP Disable
2 [T (0053 Broadeom BOMSTT12 Netimeme 11 10 GgE MUt Funetion 253 | | 1P Address LLL4
B [0030] Broadcom BCMSTTL Netiireme 1T 10 GigE (NDIS VBD Chent) =53 +1 - Defeuit Gateway !
& [T [0084) Broccom BCMSTT12 Netiitreme 1T 10 Gigf MulS Function 254 s Sknet Mask 1235.255.00
5 527 [D016] Brosdoom BOMST712 Netktreme 1T 10 GigE Ml Funcson FCoE Adap | [I—— 'é,"mﬂﬁ‘“@mmm T
B 01 Port 20:00:00:10: 16:6F:-D3:80 1P DHCP Disable
= 0 Tgen 1P Address | Fod0::210: 18P febfid3cs |
LMo Defuit Gateway
I:_:; Driver Enformation
LUM3 —
Dfvisr SRS Liached
""MH:  Driver Verson l6.450
vy Oriver Date 422311
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The per partition iSCSI Offload device's VLAN, MTU and IP address (IPv4 and IPv6) settings are configured in

BACS4 as shown below.

B Broadoom Advanced Control Sisite 4
Fie Vew Acton Fiter Context Took Tesws BCSI Hep

L pa. ven G T [ TR .

er iew . & |

| fomaton_ confipratons | Digpastes | st |
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B WINRAM RE0TTL

B B Adapter ] (BOMST09 C0) LA D |
B I Adapter2 (BOMST0S CO) Ll LS00
B G adapter (BOMSTT11 AG) - |
= Adiapter 4 (STTIZ AL P P | Disable
f,_ h“t y P Address [LLL4
2 [T [0050] Broadoom BOMS 7712 Netkireme [T 10 GoE M Funcion £50 1 mxur ZE500
= [ [0012] Broadeom BCMS7712 Netitreme I 10 GioF Muls Funcion SCSI Adsp 5 1vé Configuration . |
5 Portal 1124 P DN |misabie
) 0. 2010- 10.c0m beoadesmigh1Sa.ram 152 Prescess Rouser Advertseme . | Disable
K WA Ao brnmder b 10 o 100
The following shows the per partition iSCSI device traffic statistics.
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= adaptert (BOMETILE AT)
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= T 0055 Broadcom BOMSTTLE Metiwreme [ 10 Gigf Mt Funcion 255 Sesmion i | FePrrasn 19072008 FEFRFASD 14 BC 0D
" Byses sen | Tarmacaisass
B portel LL1LM Bty recteond | WL
T ot fei0n T L eiiened [~ PER] ot bl
B [031] Brondoom BOMSTTIZ Netireme IT 10 GoE (NDES VBD Chent) 259 ;“"““T: -;MM
= [T 0050 Broudcom BOMSTTLZ Metyeme 11 10 GigE Ml Funcion #60 e —
B8 [033] Broadcom BOMSTTIZ Netiireme 1T 10 GioE (NDES VBD Chent) #50 e fo
= [T [0051) Erewdcos BOMSTTLI Netiweme 11 10 GgE Muls Furction 261 = i, 201105, com brosdeomcighl
'S5 [0024] Broadeom BCMETTI2 Netiireme 1T 10 GioE Mull Funciion ISCS] Adagiter @51  Sewmen bame |3, 201105, com. broasicom-tgt 14a.ram1
T [0034] Broadosm BOMSTTIZ Netieme 1T 10 GgE (NDES VBD Chent) 251 Sessior Id | FFFFFAS0 19072008 FFFFRASD 19EF 2680
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Sytetregeoed | 691
- PDU sent | sE4mEET
PO resceved | LML
— Dgkas ervons o
Conmecion Tmeoul errors _I:I
Format emors o -
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The following shows the per partition iSCSI device per Portal traffic statistics.

S AdapterS (BCMSTTIL AD)
1 . Dwpestemors ]
= ?mmsnunu c e p—— o
& =8 Fanl Formak enrors ']
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® & ion.2011-05.com broadcom:iptilarami s — [Dgesterers - o
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'_:.p: 00 14) Browdicom BOMSTT 12 Netreme [1 10 Gof Ml Function iSCSI Adapter #61
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I adspters BOEI05 00)
= I AdapberS BROHST710 A0
= B Adaptert (ROMST712 AT)
B~ Partl - FFFFRABD 15072008 FFFFFASDL
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The following shows the per device/partition's current offload licenses.

Broadoom Advanced Control Suite 4 L . =10
File Wew Acton Fiter Context Tools Tesms SCSI Help
|| [Fiteer: [aL view [*]|[configrations [*]|¥ Rescurce Resarvations [ Licenses ¥ Advanced
Explorer View B | Iformason  Configuratons | Statisics |
E M0 Hosts
= WIN-FRASQREDTI1

- B Adapter 1 (BOMS703 C0)
- B Addapter2 (BOMSP09 CO)

I Adapter3 (BOMS7711 AD)
= Adapterd (57712 A1)

= —4— Portl

- 8

L3

L]

% [0007] Broadcom BCM57712 NetXireme IT 10 GigE (NDIS VBO Clent) 45
B~ Port2

B [0045] Broadoom BCM57712 Netxireme 11 10 GgE 246
™ [0012] Broadcom BOMS7712 Netitreme IT 10 GGE (NDIS VED Clent) 246

An iSCSI Discovery and Management Wizard is also included with BACS4. This can be used to connect and
manage the iSCSI hardware offload enabled initiator devices to various iSCSI targets as shown below.

B Broadcom Advanced Control Suite 4

File Wiew Action Fiter Context Tools Tesms | iSCSI Help

|| |Filter: |ALL vIEW [=]|[information |[*]  Discovery Wizard
Explorer View Manage Targets Wizard
B 208 Hosts Manage iSMS Servers

B @ wWINRAIQRKOT31 Mannge Cisovery Portess

Microsoft Windows Network Connections

These devices can be used by any application, as if they were a separate adapter port. They appear as separate
Ethernet devices in Network Connections from the Windows Control Panel. The following shows eight USC-
enabled Ethernet Protocol partitions as eight separate Ethernet network connections and these are arranged
in port order (0 and 1) and partition order (1 through 4).

FF Network Connections

e

o | & - Control Panel - Metwark and Internet ~ Network Connections -

Organize =

] - -
Port 0 %‘_‘_ﬁ l'-..'*'q *“_ﬁ %“#
NIC Partitions STTIZNP-  S57T12-MP- S57712-MP- STT12-NP-

Fort 0 Pot 0 Fort 0 Fart 0
Pafition 1  Partiion 2  Partiion 3 Pamition 4

Port 1 LW W Y Y
:',:-f ._-Jg-’:f

s i e
NIC Partitions - : "t &
STT12-MP-  ETT12NP- S57712-MP- ETT12-MNP-
Port 1 Fort 1 Port 1 Part 1

Fartition 1 Partiion 2 Pardiion 3 Pantition 4
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Each of these network connection devices can be accessed, individually, as if they where separate adapters.
The connection status shows the USC Maximum Bandwidth setting as the Speed of the connection.

g 1-57712-WP0-Port O Partition 1-1.1.1.20 Status E @ 2-57712-NP2-Port 0 Partition 2-3.3.3.20 Status X

General |
Connection
[Pwv4 Connexctivity: Mo Internet access
IPw6 Connectivity: Mo network access
Media State: Enabled
Duration: 17:02:12

[en]

Activity

sent — k,t-, ——  Received
-

Bytes: 91,756,308,698 |  7,455,871,680,584

ﬂ,nrnperhﬁl ¥/ Disable I Disgrose |

Bl 3-57712-NP4-Port 0 Partition 3-5.5.5.20 Status

L

Gﬂ'ﬂd]

Connection
IPv4 Connectivity: Mo Internet access
IPv65 Connectivity: Mo network access
Media State: Enabled

Duration: 17:02:10
specc:
Details

Activity

Sent — g:r{— Received

Bytes: §5,622,032,520 |  7,456,531,486,823

General ]

Conmection
IPv4 Connechivity: Mo Internet access IPv4 Connectivity: Mo Internet access
IPvE Connectivity: No network access IPvé Connectivity: Mo network acoess
Media State: Enabled Media State: Enabled
Duration: 17:02:07 Duration: 17:02:08
o -

Detais... | Details.
Acthvit Activit
Sent — &g —  Received Sent — %Q —  Received
o T

Bytes: 132,542,805,914 |  3,920,501,721,494 Bykes: 135,167,179,352 |  3,868,136,383,260

% propertes | “yDisable |  Disgnose | & Properties | % Disable | Diagnose |
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The previous Link Speeds are the result of the following USC Maximum Bandwidth settings, and show its

100 Mbps (1%) configurable granularity.

UNIFIED SERVER CONFIGURATOR ' LIFECYCLE CONTROLLER ENAELED

Broadcom MetXtreme II 10 Gigabit Ethernet - 00:10:18:6F:D2:A4

Global Bandwidth Allocation Menu

Partition 1 Relative Bandwidth Height

f]

Partition 1 Haximum Bandwidth
4l

Partition 2 Relative Bandwidth Height
0

Partition 2 Maximum Bandwidth
17

Partition 3 Relative Bandwidth Height
0

Partition 3 Maximum Bandwidth
33

Partition 4 Relative Bandwidth Height
0

Partition 4 Maximum Bandwidth
46

conf igure maximum bandwidth, valid range - 1...100 percent.
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Device PCle Bus Location

The PCle interface Location, Bus, and Device position numbers are the same for both ports and all eight of the
partitions on those ports. The only PCle interface location values that are different are the Function numbers.
In non-partitioned Single Function (SF) mode, you would only have functions 0 and 1. In partitioned (NPAR)
mode, you have functions 0 through 7, with functions 0-2-4-6 existing on the first port and functions 1-3-5-7
existing on the second port. The actual numbering position an adapter is assigned by Windows is not entirely
related to the PCle interface numbering and is more related to what open location position numbers are
available in the registry when the adapters get enumerated. Therefore, port 0 partition 1 may not always
occupy the first position in the Windows Device Manager’s Network Adapters or Storage Controllers or System
Devices sections.

Dell PCle
Unified Server Location / Bus / Device / Function Ethernet MAC Example
Configurator The first three are the same for both ports Address IP Address
......oo...o..oo...o..oo...o...o.......o..ooo..o..oo.

Port 0 0
Y Partition 1 X/Y/1zZ/0 00:10:18:88:E7:A8 1111 | g
:'SS%%SS%........38888888.......83888388838888888388:
0 Port 0 .10-18-88-E7- 0
o Partition 2 X/Y/Z/2 00:10:18:88:E7:AC 2.2.2.1 M
:88%SSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS:

Port 0
0 -10-18-88-E7: 0
o Partition 3 X/Y/Z/4 00:10:18:88:E7:B0 3.3.3.1 M
:888388838883888388838883888388838883888388888883888:
¢ Porto -10:18:88-E7- 0
s Partition 4 X/Y/Z/6 00:10:18:88:E7:B4 4441 .
[ [ g . T X X X T
...................................................'
¢ Porti 10-18:88-E7- 0
s Partition 1 X/Y/z/1 00:10:18:88:E7:AA 5.55.1 .
T MM T T T T T T T T T T T T T T T ™ =y
'....................................................
0 Port 1 . 10-1R-RR-E7- (]
v Partition 2 X/Y/Z/3 00:10:18:88:E7:AE 6.66.1 | o
i%%%%%%%%%S%%%%%%%S%%%S%%%%%%%S%%%%%%%%%%%%%%%S%%%S%:
0 Port 1 .410-18-8_-E7- 0
Y Partition 3 X/Y/Z/5 00:10:18:88:E7:B2 7771 | §
i'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.°.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'...'.'.'.'.'

()

¢ Porti .10-18-88-E7- 0
v Partition 4 X/Y/1Z2!7 00:10:18:88:E7:B6 8.8.8.1 .
L e e Y Y X X\
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The partition’s MAC addresses interleave the two ports, as do the function numbers (see Table 2).

Table 2: Port, Function, MAC Address Example

Port O, Partition 1 Function 0 = MAC address...:A8
Port O, Partition 2 Function 2 = MAC address...:AC
Port 0, Partition 3 Function 4 = MAC address...:BO
Port O, Partition 4 Function 6 = MAC address...:B4
Port 1, Partition 1 Function 1 = MAC address...:AA
Port 1, Partition 2 Function 3 = MAC address...:AE
Port 1, Partition 3 Function 5 = MAC address...:B2
Port 1, Partition 4 Function 7 = MAC address...:B6

One way to locate PCle information is to open the individual Network Connection’s Properties.

L¥ Network Connections

L_J"l:_:f [ ¥ + ControlPanel ~ Network and Internet ~ Network Connechions =

Organize +  Disable this network device Diagnose this connection  Rename thes conned!

A.- A A.- A A
== s e == =
5771200 Po  ST712NPPo  STTL2PPo  ST7124PFo  STTI2AP

rt 1 Partiton1 rtOPartirion2 rt 1 Partibon2 rt0Partibon rt 1Partibon3

K

LY,
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In the Properties window, select the device Configure button.

In the NDIS client device properties, you will find that connection’s PCle bus, device, function location
information. For partitioned adapters, locate the function number that provides the partition that this
connection is connected. The same can be done with Device Manager, especially for iSCSI Storage devices. All
of the enabled devices on the same partition have identical PCle interface location information, with only the
function number varying. The following shows the eight Ethernet-partitioned adapter’s PCle device location
information.

Notice the Windows enumerated device numbering (#) values do not follow the PCle bus function numbering,
nor the port to partition numbering.
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'_H 1-5F712-HP0-FPort 0 Partition 1-1.1.1.20 Status

Broadcom BCM57712 Netitreme 1T 10 GigE (NDIS VBD Client) #76...

General | Advanced | Diver | Detads | Power Management |

B 2-57712-NP2-Port 0 Partition 2-3.3.3.20 Status
b8l Broadoom BCMS7712 NetXtreme IT 10 GigE (NDIS VBD Client) #78...

General | Advanced | Driver | Detais | Power Managemert |

E_’ 3-3F712-HP4-Fort O Partitien 3-5.5.5.20 Status

Geneeal | Advanced | Deiver | Detads | Power Management |

[ 8

mﬁmzmlnnmﬂm
)

=z VBD Chent

Device typa: Metwork: adagpters

Marufacturer; Broadcom Coporation

Location: Location 4 (PCl bus 6. device 0. function 4)
Device status

! 5-57712-NP1-Port 1 Partition 1-2.2.2.20 Status

W mmzmnmﬂem

-wg WBD Clent) 575
Devica typa: Netweork adapters
Marid aetiirer Broadeom Comonation
I Leeation: Loeation 4 (PClbus 6. device 0, funeton 1) I
Device status

Broadcom BCMS7712 Netirame || 10 GigE (NDIS ¢ Broadcom BCMST712 Netdireme Il 10 GigE (NDIS
E_! VED Chent) 576 h VED Chent) #78
Device bype: Hetwork adapters Device typs: Metwork adapters
Marufacturer Broadcom Marufacturer Broadcom Comoration
Location: Location & {PC] bus 6, device 0, function 0) | Location: Location 4 (PCl bus 6. device 0. function 2) |
Device status Device status
[Fhmhwﬁum. B [meuwm B

Broadoom BCMS7712 Netitreme 1T 10 Gigk (NDIS VBD Clhent) #80... E3 | Broadcom BCMST712 NetXtreme IT 10 GigE (NDIS VBD Client) #79...

General | Advanced | Ditver | Detals | Power Management |

.ﬂ. Broadcom BCMSTT12 Netidreme |l 10 GigE (NDIS
: WVBD Clent) 573
Denvice typa: Metwork adapters
Manufacturer: Broadcom Comoration
§ Location: m#mm&mmﬁ-ﬂmﬂl
Device status

E 6-57712-NP3-Port 1 Partition 2-4.4.4.20 Status

Broadoom BOMS7712 NetXtreme IT 10 GigE (NDIS VBD Client) #75.— El Broadcom BCMS7 712 Netitreme 1T 10 GigE (ND1S VBD Clhent) 274..

General | Advanced | Driver | Detals | Power Management |

Broadcom BCMS7712 Netitreme |1 10 GigE
ﬂ" VBD Clent) 74 Lt

Devics typa: Matwork adaptars

Manufaciurer: Broadcom Comoration
| Location: Location 4 {PCl bus 6, device 0, function 3} |
Device staius
{F-mumumt

General | Advanced | Driver | Detais | Power Managemert |

4 Broadcom BCMS7712 Netiireme Il 10 GigE (NDIS Ercadcom BCMSTT12 NetXreme I 10 GigE (NDIS
A Lo ol
Devvice type: Network: adapters Device bype: Hetwork adapters
Manufacturer: Broadesm Comporation Marufacturer Broadcom Comporation
| Location: Location 4 (PC! bus 6. device 0. functon 5) | [ Location: Location 4 (PCI bus 6, devics 0, function 7) |
Device status Device status
[ Thus device 3 worong propery. = [ This device is working propery. ]
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Red Hat Enterprise Linux

Linux shows the respective device protocols that were enabled in USC if the NetXtreme Il device drivers are
installed. Go to the Dell Driver Download web site for the latest Linux device drivers and insure they are
installed on your system. In Linux, the Ethernet Protocol is always enabled on all eight partitions, and iSCSI
Offload (HBA) Protocol was enabled on the first two partitions of each port.

The following shows the RHEL Network Configuration page with the eight enabled Ethernet protocol partitions
(always four per port) as the Broadcom 57712-k NetXtreme Il 10 GigE Ethernet devices Eth2 through Eth9 (in
this example). Linux enumerates the partitions in order of the PCl function numbers, which is slightly different
from Windows where port 0 has functions/partitions 0/2/4/6 (which are eth 2/4/6/8) and port 1 has functions/
partitions 1/3/5/7 (which are eth 3/5/7/9).

Network Configuration

File Profile Help

¢ <& DB VA

MNew Edit Copy Activate Deactivate

em
L E15]

Devices-| Hardware I IPsec | DNS I Hosts |

"@ You may configure network devices associated with
_'_ll physical hardware here. Multiple logical devices can
be associated with a single piece of hardware.

Profile Status Device MNickname Type

& Active @ ethl ethl Ethernet
& Active @ eth0 etho Ethernet
& Active = eth2 1 57712 NP0 Ethernet
& Active @ eth3 5 57712 NP1 Ethernet
& Active @ ethd 2 57712 NP2 Ethernet

@ ’Applicatinns Places Syst

& Active @ eths 6 57712 NP3 Ethernet
& Active @ ethé 3 57712 NP4 Ethernet
& Active @ eth7 7 57712 _NP5 Ethernet
& Active @ eth8 4 57712 NP6 Ethernet
& Active @ ethd 8 57712 NP7 Ethernet
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Linux’s ifconfig command shows the partition’s eight Ethernet protocol devices and various statistics.

eth2

eth3

ethd

Link encap:Ethernet HWaddr 00:10:18:8B:E7:AB

inet addr:106.1.1.200 Bcast:10.255.255.255 Mask:255.0.0.0
inet6é addr: TeB80::210:18f7f:feB8B:eT7ald/ /64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:9600 Metric:l

RX packets:27937 errors:@ dropped:® overruns:@ frame:@

TX packets:40 errors:® dropped:® overruns:@ carrier:0@
collisions:® txqueuelen:lOBO

RX bytes:5030387 (4.7 MLB) TX bytes:9923 (9.6 KiB)
Interrupt:169 Memory:d1800000-dlffffff

Link encap:Ethernet HwWaddr @0:10:18:88:E7:AA

inet addr:10.1.1.201 Bcast:18.255.255.255 Mask:255.0.08.0
inetté addr: feB86::210:18f7f:feB8:efaa/64 Scope:link

UP BROADCAST RUNNING MULTICAST MTU:9688 Metric:l

RX packets:27508 errors:0 dropped:® overruns:0 frame:@

TX packets:36 errors:® dropped:d overruns:@ carrier:@
collisions:0 txqueuelen:lO00

RX bytes:4946656 (4.7 MiB) TX bytes:9456 (9.2 KiB)
Interrupt:225 Memory:d2800000-d2TTrT 1T

Link encap:Ethernet HwWaddr 60:10:18:88B:E7:AC

inet addr:19.1.1.202 Bcast:1®.255.255.255 Mask:255.9.09.0
inetd addr: Ted8::210:187T7:TedB:eFac/64 Scope:lLink

UP BROADCAST RUNNING MULTICAST MTU:9688 Metric:l

R¥ packets:27034 errors:0 dropped:@ overruns:@ frame:@

TX packets:42 errors:® dropped:® overruns:8 carrier:8
collisions:@ txqueuelen:loes

RX bytes:4860331 (4.6 MiB) TX bytes:10027 (9.7 KiB)
Interrupt:225 Memory:d38000880-d3ffIfff

ths

thé

th?

Link encap:Ethernet Hwaddr 00:10:18:88:E7:AE

inet addr:18.1.1.203 Bcast:18.255.255.255 Mask:255.8.0.8
inett addr: feB0::210:187f:Te8B:efae/64 Scope:Llink

UP BROADCAST RUNNING MULTICAST MTU:9608 Metric:l

RX packets:26782 errors:0 dropped:® overruns:8 frame:@

TX packets:34 errors:0 dropped:@ overruns:@ carrier:o
collisions:@ txqueuelen:lopo

RX bytes:4887217 (4.5 MiB) TX bytes:8866 (8.6 KiB)
Interrupt:204 Memory:d4800000-d4fffrff

Link encap:Ethernet Hwaddr 00:10:18:88:E7:80

inet addr:19.2.2.200 Bcast:10.255,255.255 Mask:255.0.0.0
inet6 addr: feBO::210:18ff:TeBB:e7b0/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:9608 Metric:1

RX packets:2682 errors:@ dropped:@ overruns:® frame:@

TX packets:34 errors:@ dropped:8 overruns:® carrier:@
collisions:@ txqueuelen:lOpe

RX bytes:472737 (461.6 KiB) TX bytes:9139 (8.9 KiB)
Interrupt:284 Memory:d5800000-d57f1 11T

Link encap:Ethernet HwWaddr 80:10:18:88:E7:82

inet addr:19.2.2.201 Bcast:10.255,.255.255 Mask:255.0.0.0
inetf addr: feB88::210:187f:Te8B:e7b2/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:9608 Metric:1l

RX packets:2233 errors:@ dropped:0 overruns:8 frame:8

TX packets:32 errors:@ dropped:@ overruns:® carrier:@
collisions:8 txqueuelen:lOBO

RX bytes:393371 (384.1 KiB) TX bytes:B8381 (8.1 KiB)
Interrupt:181 Memory:dG6800000-d6TTIfrf
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collisions: 9 txqueuelen:lO09
RX bytes:290494 (283.6 KiB)

collisions:0 txqueuelen:lODo
RX bytes:299886 (292.8 KiB)

TX bytes:8118 (7.9 KiB)
Interrupt:181 Memory:d78006086-d7ffIfff

TX bytes:8450 (8.2 KiB)
Interrupt:169 Memory:d8800000-daffIfff

eths Link encap:Ethernet HWaddr 88:10:18:88:E7:B4
inet addr:1@.2.2.202 Bcast:10.255.255.255 Mask:255.0.0.0
inett addr: feB88::210:18Ff:fe8B8:e7b4/64 Scope:Link
UP BROADCAST RUNNING MULTICAST
RX packets:1781 errors:@ dropped:® overruns:8 fTrame:@
TX packets:31 errors:® dropped:® overruns:® carrier:@

MTU:9608 Metric:1l

ethd Link encap:Ethernet HwWaddr 68:10:18:B8:E7:B6
inet addr:l1@.2.2.203 Bcast:10.255.255.255 Mask:255.0.0.0
inett addr: feB8::210:18Ff:fe8B:e7bb6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST
RX packets:1730 errors:0 dropped:8 overruns:8 frame:@
TX packets:33 errors:8 dropped:® overruns:® carrier:@

MTU:9680 Metric:l

Check the Linux system message logs to see if the iSCSI HBAs on the first two partitions of each port (Port
0, Partition 1 = eth2; Port 0, Partition 2 = eth4; Port 1, Partition 1 = eth3; and Port 1 Partition 2 = eth5) are

available.
E B3 fvarflog/messages (monitored) - 5ystem Log Viewer =3 X
'E:h File Edit View Help
n i" parfog localhost Kermel: bnx2i: ethS free_hba done after @ retries
E cron localhost kernel: bnx2i: eth4 free_hba done after @ retries
E maillag localhost kernel: bnx2i: eth3 free_hba done after © retries
@ localhost kermel: bnx2i: eth2 free_hba done after & retries
'% cecure localhost kermel: Broadcom NetxXtreme II 15CSI Driver bnx2l v2.6.4.1b
E Xorg.0.log localhost kernel: iscsi: registered transport (bmx2i)
&" localhost kermel: bnx2i [61:00.63]): ISCSI_INIT passed
‘| localhost kernel: bnx2i [01:00.02]: ISCSI_INIT passed
1% localhost kernel: bnx2i [01:00.01]: ISCSI_INIT passed
localhost kermel: bnx2i [©1:00.00]: ISCS5I_INIT passed
1 February * 42011 * [ ]
‘
1 2 3 4 5 -
6 7 B 9 10 11 12 [q] | [ »
E ;: é ;: ;: ;: ;: ;: Eilter:[bnx‘d J_glear_
| 2r 18
- Version: | Current &
Q 3320 lines (294.7 KB) - last update : 5at Feb 26 16:10:44 2011
@| | D File Manager (6) || @ rost@locainost: ain/modul... || @ Nvartogimessages (moni... |[& NI &
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For iSCSI, also check the iscsi_host folder to see if your iSCSI devices are present.
[root@localhost]# cd /sys/class/iscsi_host/

[root@localhost iscsi_host]# pwd

/sys/class/iscsi_host

[root@localhost iscsi_host]# 11

total o

lrwxrwxrwx 1 root root © Jun 29 11:15 host3 -> ../../devices/pci0000:00/0000:00:09.0/0000:07:00.1/
host3/iscsi_host/host3

lrwxrwxrwx 1 root root @ Jun 29 11:15 host4 -> ../../devices/pci0000:00/0000:00:09.0/0000:07:00.0/
host4/iscsi_host/host4

Each installed iSCSI device will appear here. The iSCSI devices uses the bnx2i driver which can be checked for
with the 1smod | grep bnx2 command.

Additionally, check the fc_host folder to see if your FCoE devices are present.
[root@localhost]# cd /sys/class/fc_host/

[root@localhost fc_host]# pwd

/sys/class/fc_host

[root@localhost fc_host]# 11

total o

lrwxrwxrwx 1 root root © Jun 29 11:11 host8 -> ../../devices/pci0000:00/0000:00:07.0/0000:05:00.0/
host5/fc_host/host5

lrwxrwxrwx 1 root root © Jun 29 11:11 host8 -> ../../devices/pci0000:00/0000:00:07.0/0000:06:00.0/
host6/fc_host/host6

Each installed FCoE device will appear here. FCoE uses the bnx2fc driver which can be checked for with the
lsmod | grep bnx2 command.

Another useful command is sg_map -i -x which will show all SCSI LUN devices visible to the host.

For Fiber Channel, another useful application is FCInfo that is part of the Broadcom Linux driver release utilities
and displays the FCoE HBA port information.
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VMWare ESX/ESXi 4.1

VMWare ESX/ESXi 4.1 shows the respective device protocols that were enabled in USC if the NetXtreme Il
device drivers are installed. Go to the Dell Driver Download web site (http://support/del.com) for the latest
device Firmware - if not already installed. Go to the VMWare web site (http://downloads.vmware.com) for the
latest device drivers and insure they are installed on your system. In VMWare, the Ethernet Protocol is always
enabled on all eight partitions. VMWare ESX/ESXi 4.1 does not support the iSCSI Offload Protocol in NPAR
mode. VMWare ESX/ESXi 4.1 does not support the FCoE Offload Protocol in SF or NPAR modes.

% Note: VMWare ESX/ESXi 4.1 only supports four 10 GbE ports. Using NPAR mode allows you to expand
the number of ports usable from 4 physical ports to 16 virtual ports. This allows better port flexibility,
traffic isolation, service quality, and bandwidth tuning for your management/backup/migration/
production networks.

The following shows the vSphere Network Adapters Configuration page with the eight enabled Ethernet
protocol partitions (always four per port) as the Broadcom Corporation NetXtreme || BCM57712 10 Gigabit
Ethernet MultiFunction devices vmnic6 through vmnic13 (in this example). VMWare enumerates the partitions
in the order of the PCI function numbers where port 0 has functions 0/2/4/6 (which are vmnics 6/8/10/12) and
port 1 has functions 1/3/5/7 (which are vmnics 7/9/11/13).

ESX-NPAR.example.com VMware ESX, 4.1.0, 228591

T Network Adapters
rh Device | MAC Address | Speed | Configured
::j:EESDI'S Broadcom CorporationBroadcom 577125
M ER vmnict  00:10:18:6f:d3:be 2000 Full Megotiate
Ef vmnicd  00:10:18:6f:d3:bc 10000 Full 10000 Full
o=l BB vmnic7  00:10:18:6f:d3ba 1000 Full 1000 Full
et aog B@ vmnice  00:10:18:6F:d3:b8 10000 Full 10000 Full
Storage Adapters BB vmnicls  00:10:18:6f:d3:c6 4000 Full Negotiate
b Network Adapters BB vmnicl 00:10:13:6f:d3:c4 10000 Full 10000 Full
Advanced Settings B3 vmnicll 00:10:18:6f:d3:2 3000 Full Negotiats
Power Management ER wvmnict0 00:10:18:6f:d3:c0 10000 Full 10000 Full
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These Ethernet Protocol adapters in each partition are configurable like a normal port adapter in vSphere's
Networking Configuration pages as shown below.

Power Management

Getting Started = Summary - Virtual Machines = Resource Allocation
Hardware View: | Virtual Switch
Health Status MNetworking
Processors i
Memory Virtual Switch: vSwitch
age Virtual Machine Port Group
| » Networking I L3 WM Network
Storage Adapters I Mikaral Port
MNetwork Adapters ' 7 Management Network
Advanced Settings vkl : 1.10.41.2

Performance

Configuration SR le R e T

Remove... Propertes...

Physcal Acapters

1

B vmnicd 1000 Full &

=

I <oftware virtual Switch: vSwitchl Remove... Properties...
Wirnual Machine Port Group Pzl Adsprers
Licensed Features 53 VMK_NIC_1 Q. &P vmnics 10000 Full 2
Time Configuration B |1 virtual machine(s)
| DNS and Routing | VM41_P1_1
Authentication Services I el Port
Virtual Machine Startup/Shutdown VMK 11 g
Virtual Machine Swapfile Location vmkl : 1.1.41.1
Sequrity Profile !
System Resource Allocation ! . )
i Advanced Settings , Virtual Switch: vSwitch2 Remove... Froperties...
Wirnual Machine Port Group Phyysacsl Acaprers
3 VMK_NIC_Z e. B vonic7 10000 Full ©2
B 1 virtual machine(s)
VMa1_P2_1
Wellczmal Port
2 VMK 1 2 9.
vmk2 : 2.2.41.1
Virtual Switch: vSwitch3 Remove... Froperties...
Wirnual Machine Port Group Phyysarsl Adsprers
3 VMK_NIC_3 e B vmnicd 10000 Full 2
B 1 virtual machine(s)
VM4l P12
Widlkrarmal Brat
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VMWare's vSphere 4.1 (or vCenter) can be used to view a selected VM's Networking performance in the
specific Host's Performance sub-tab selecting. In the first example, the first port's four partitions (on VMNIC6/
8/10/12) are set to 0% Relative Bandwidth Weight and 100% Maximum Bandwidth each and the second port's
partitions (on VMNIC7/9/11/13) are similarly set to 0% Relative Bandwidth Weight but the Maximum
Bandwidth values are set to 10%/20%/30%/40% respectively which results in VMNIC7's link speed (for the
transmit direction only) indicating 1000 Mbps, VMNIC9's link speed indicating 2000 Mbps, VMNIC11's link
speed indicating 3000 Mbps and finally VMNIC13's link speed indicating 4000 Mbps. This is indicated in the
vSphere Host's Configuration - Network Adapter page.

The first port's network performance indicated in the vSphere Host's Performance page shows each individual
VM's send traffic rate, when none to all four are sending, sharing the available bandwidth between each other.

@
File Edit View Inventory Administration Plugdns Help
B B & Home b g mventory > Bl Inventory
F @
= [ 5—‘3 IR ESX-i5CST-Host.example.com VMware ESX, 4.1.0, 260247 | Evaluation (55 days remaining)
WM-1 P — e—
& w2 Getting Started | Summary | Virtual Machines | Resource Allocation [ Configuration | Local Users & Groups | Events | Permissions
B wM-3 Network/Real-time, 1/12/2011 4:32:27 PM - 1/12/2011 5:32:27 PM Chart Options... Switch to:  |Default - =] (E‘B) H A
M- Graph refreshes every 20 ssconds
2000000
2 running
shared BW
. 112 each ;
[1500000 All 4 running 3 running 2 running 3 running All 4_runn|ng
= sharing BW shared BW shared BW 1 running 1 running shared BW sharing BW
3 1/4 of total each 1/3 of total each 12 each all BW allBW 1/3 of total each 1/4 of total each
e ™ .‘
I 1000000 . . + + . it |
| |
| \
I 500000 s | —
1
| | | !
T |
| |
. 0 i i T T T v ' i i 0
4:35 PM 4:40 PM 4:45 PM 4:50 PM 4:55 PM 5:00 PM 5:03PM 5:10PM 5:15PM 5:20PM 5:25PM 5:30PM
Time 0 running
Performance Chart Legend
Key | Object Measurement Rollup Units Latest | Maximum | Minimum | Average [~
=] VM-1 Data transmit rate Average KBps. 291507 1158844 o 255082.90
| M2 Datatransmit rate Average  KEps 291524 580845 0 22848934
[} VM-3 Datatransmit rate Average KBps. 291624 581939 0 250996.64
[} VM-4 Data transmit rate Average KBps. 291412 1159857 o 362926.90

The second port's network performance indicates each VM is limited to it's specific top end setting (Maximum
Bandwidth) and does not expand into the unused area.
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[0 10.13.126.47 - vsphere Client M=
File | Edt View Inventory Administration Plugdns Help
g8 ‘Eﬁ Home b gF Inventory bl Inventory
g &
ERERECEEREIEAMN £<x-iscsi-Host.example.com VMware ESX, 4.1.0, 260247
B vM-s . -
B ¥YM6
B wu-7 Hetwork/Real-time, 1/13/2011 6:59:23 AM - 1/13/2011 7:59:23 AM _Chart Options... switthto; [NICParttonDeme =] & @ H [F
& s Graph refreshes every 20 ssconds
2000000
|- 1500000
=
:
H
I [ !
L 1000000 / VM-6 NP-3 26‘7 F VM-8 NP-3 2G|
i = Eakh
W" VM-5 NP1 1G | f VM-5 NP-1 1G
1 il I 1 I 1!
f I I |
I | I
oo | VM-8 NP7 4G | VM-6 NP-3 2G | | vm-6 NP-S-I VM-8 NP-7 4G
| | V-5 NP-1.1G /v Np-1]
“ﬂ I I / VMG | | ] I I
- : ] - =
| VM7 NP-5 3G L= i j | VM7 NP5 3G
i I VM-5 NP-1 16 VM-5 NP-1 1G I [
T T i
7:00 AM 7:05 &M 7:10 AM 7:15AM 7:20 AM 7:25AM 7:30 AM 7:35 AM 7:40 AM 7:45 AM 7:50 AM 7:55 AM
Time
Performance Chart Legend
Key | Object | Measurement | Rollup | Units Latest|  Maximum Minimum Average |
O s Datatransmitrate Average  KBps 116410 118517 0 10408421
H vMs Datatransmitrate Average KEps 231296 232548 a5z VM-5/NP-1=0%:10%(1G); VM-6/NP-3=0%:20%(2G);
B w7 Datatransmitrate Average  KEps 348975 340189 voass0est VM-7/NP-5=0%:30%(3G);VM-8/NP-7=0%:40%(4G)
[ Datatransmitrate Average  KBps 464238 465204 0 19715758
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Setting MTU Sizes

e Setting MTU Sizes in Windows

e Setting MTU Sizes in Linux

e Setting MTU Sizes in VMWare ESX/ESXi 4.1

% Note: In all cases, the connecting switch port that a 57712-k NPAR port is connected to must have the
switch's MTU size set to the largest MTU size of those four partitions of the port if the user wants to
support all four partitions MTU size settings. Additionally, the remaining network that the traffic
flows though must also support the desired MTU sizes for that sized frames to be used without being
dropped/truncated/fragmented by the network.

Setting MTU Sizes in Windows

The MTU size for each individual Ethernet protocol-enabled partition can be independently set from Normal
(1500 bytes) up to Jumbo (9600 bytes) in several places in Windows.

One place to set the Ethernet protocol-enabled partition’s adapter MTU size is in the Window’s Networking
Adapter - Advanced Properties - Jumbo Packet properties.

[rosdcom BEHS7712 Netireme 1 10 G sl Por E
Genersl Aevanced | Dever | Detals | Power Management |
Thee follgwang peoperties ane avalable for thes network
mmumwumwdwmh
Esanteta) et ond then select b3 value on the sght,
Propasty: WValst
Fow Contsol - iﬂq =l
Moderation -
IPwd Chiscikesum Offioad
IPwd Large: Send Oficad
IPwk Checksm Offioad
1Pk Sand (fflcnd
Localy Admrestensd Address
Number of R5S Cuewss
Pase On Exhasted Host Rirg
Pricsty & VLAN
Racaqve Bulfers [D=duto)
Recaive Sde Scaling
Spesed & Duphe =
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Another place to set the MTU size is in the BACS4 NDIS device Configurations page.

& Broadoom Advanced Control Suite 4
Fe View Acfon Fiter Comtext Tools Teams BCSI Hep

|| i ot vew 7] |[confiaraton [7] | Advanced

Explorer View

[

m !

+um

§

5 Adapier] (BOMEMS CO)

t

*

Adapter3 (BCMST711 AD)

|
- Adapler2 (BOMSTS CO)
-
=

-

= Adapterd (5712 A1)

B 4 Portl
= [0050] Broadcom BCMST712 Metitreme [T 10 GgE Muti Function 250

= : [0012] Broadcom BCMSTTE2 Nettreme [T 10 GigE Mulli Function i5C5T A

&

Portal L.1.1.4
Portal feB0::210: 18/ fedfdacs

=]

I [0027) Broadcom BOMST712 Netkitreme I 10 GgE (NDIS VED Chent) 250
" [0051] Broadcom BCMST7L2 Netiireme [T 10 (3gE Multi Funcion 351

[00:53] Broadcom BCMST7 12 Metiireme I 10 GigE Mull Funcion 253

m

™ [0030] Broadcom BOMST712 Netkireme I 10 GgE: (NDIS VED Chent) =53

 [0054] Brnadonm BCMSTT12 Nefifreme [T 10 GgE Multi Funclion 254

.

)
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The MTU size for each individual iSCSI Offload (HBA) protocol-enabled partition can be independently set from
Normal (1500 bytes) up to Jumbo (9600 bytes) in the BACS4 iSCSI Management Configuration page.

% Broadcom Advanced Control Suite 4 - Jﬂlﬂ

He Vew Acon Fiter Context Toos Teoms SCSI Heb

| [riter: | viEW |7 |[configurations [+ ]| SCSI Management
Explorer Vew 8 | Infomston  Confipratiens | Diagnostis | Stattes |
- B Hosts Property ke |
5 [ whRARQRKITI
B Adapterl (BOMS09.CT) WD
- Adsoter2 (BOMSTICI) @
B Adsgter’ (BOMSTTLL AL & Ped Configuration Edt
BT Adspterd (STT12A1) PrilHe Dissbie
£ P Address LLL%
g - Patl
& . i Subnet Mask (25525500
57 [D050] Broadcom BCMSTTLE Netitreme I 10 GigE Mult Functon £50 e
& [ [0012) Broadkom BOS7712 Netireme I 10 GgE MU Functen SCSEA || = g Confuratin T et
= Portl LLL4 PP Diszbe
S Portal feB210: BfReshdic Pracess Router Advertiseme _ Disable

The FCoE device MTU frame size is fixed at 2500 bytes and is not adjustable but is viewable in the FCoE device
Information page.

B Broadoom Advanced Control Saite 4

Fle View Action Flter Context Tools Teoms BCSI Help

LEI:«M.\*[EW EI_[m!umam [=]|F vital signs ¥ D Informanien
Explorer View B | informaton | configuraton | Sttisties |
B 800 Hosts

B @ wNRAQFRXOTIL vital Signs

# Adapiter | (BCME05 C)
G- S Adapter? (BCMST0S CO)
®- I Adaoter3 (BCMSTT11AD)
= 2 Adapterd (STF12 AT)
B~ Portl
= [0050] Broadcom BCM57712 Netireme [T 10 GgE Multi Funcon 250
= [T [0012] Broadoom BOMSTTE2 Netitreme 1T 10 Gig8 Multi Function ISCS] At

Driver Hame |befene, sys

—Dwiver Status |Loaded
g i Xbrey. VT jatL B0
=5 Portal fed:: 110: 16 febfidics Driver Date |4f20/2011

™ [0027) Broadeom BOMSTT12 Netireme 1T 1) GigE (NDIS VBD Clent) =50
[0051] Broadcom BOMST712 Netiress [T 10 GoE Multi Funcion 351
[0053] Broadcom BOMEMSTT12 Netxtreme [T 10 GigE Multi Function 253
™ (0030 Broadeom BOMS7712 Netitreme I1 10 GgE (NDIS VBO Clent) £53
B [0054] Broadcom BOMST712 NetXtreme [T 10 GoE Mult Funciion #54
= [2016] Brosdcom BOMSTT12 Netktreme IT 10 Gigk Multi Function FCoE & [y
™ [0031) Broadesem BOMST712 NetXeme [T 10 GEE (NDIS VB Clent) 254

In Windows, each individual partition’s Ethernet and iSCSI protocol-enabled adapter MTU size setting can be
different. For example:

e Port 0, partition 1 Ethernet can be set to 9600 bytes.
e Port 0, partition 1 iSCSI Offload HBA can be set to 2500 bytes.
e Port 0, partition 2 Ethernet can be set to 1500 bytes.
e Port 0, partition 2 iSCSI Offload HBA can be set to 9600 bytes.
e Port 0, partition 3 Ethernet can be set to 3500 bytes.
e Port 0, partition 4 Ethernet can be set to 5500 bytes.
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In Windows, use the ping command with the "-f" option to set the Don't Fragment (DF) flag AND the "-I size"
option (small I) to verify that Jumbo Frame support is configured throughout the desired network path - i.e.
"ping -f -1 8972 A.B.C.D". The unfragmentable ping packet size is the desired MTU size to be checked (9000
bytes) minus the automatically added overhead (28 bytes) or 8972 bytes.

C:\> ping -f -1 8972 192.168.20.10

Pinging 192.168.20.10 from 192.168.20.50 with 8972 bytes of data:
Reply from 192.168.20.10: bytes=8972 time<lms TTL=64

Reply from 192.168.20.10: bytes=8972 time<lms TTL=64

Reply from 192.168.20.10: bytes=8972 time<lms TTL=64

Reply from 192.168.20.10: bytes=8972 time<lms TTL=64

Ping statistics for 192.168.20.10:

Packets: Sent = 4, Received = 4, Lost = @ (0% loss),

Approximate round trip times in milli-seconds:

Minimum = @ms, Maximum = @ms, Average = @ms

If it does not work, you might see the following reply (if there is connectivity — try 1472 byte standard frames
to see if the non-jumbo frame size is passing through):

C:\> ping -f -1 8972 192.168.20.10

Pinging 192.168.20.10 from 192.168.20.50 with 8972 bytes of data:
Packet needs to be fragmented but DF set.

Packet needs to be fragmented but DF set.

Packet needs to be fragmented but DF set.

Packet needs to be fragmented but DF set.

Ping statistics for 192.168.20.10:

Packets: Sent = 4, Received = 0, Lost = 4 (100% loss)

Setting MTU Sizes in Linux

In Linux, the MTU size for each individual Ethernet protocol-enabled partition can be independently set from
Normal (1500 bytes) up to Jumbo (9600 bytes).

Both the Ethernet protocol and iSCSI Offload (HBA) enabled partition’s adapter MTU size is adjusted at the
same time using the ifconfig command.

ifconfig eth3 mtu NNNN up
From above, eth3 is the port identification of the specific 57712-k partition to adjust the MTU size. The NNNN is
the new size of the MTU for that partition, and can be set from 1500 to 9600 bytes.

The following shows all eight partitions being set to different MTU values.
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[root@localhost ~)&

[root@localhost ~)# ifconfig eth2 miu 2208 up

[root@localhost ~]& ifconfig eth3d mtu 3380 up

[root@localhost ~]# ifconfig ethd mtu 4468 up

[root@localhost ~)& ifconfig ethS mtu 5588 up

[root@localhost ~]# ifconfig ethé mtu 6608 up

[root@localhost ~)# ifconfig eth? mtu 7788 up

[root@localhost ~]& 1fconfig ethd mtu B800 up

[root@localhost ~]# ifconfig ethd mtu 9608 up

[root@localhost ~]&

letnz Link encap:Ethernet Hwaddr 80:10:18:B8:E7:AB
imet addr:16.1.1.200 Bcast:10.255.255.255 Mask:255.0.0.9
imeté addr: feB@::210:187F:feldB afaf/Gd Scope:Link
UP BROADCAST RUMNING MULTICAST m Metric:l
RX packets:25]1 errors:0 dropped:0 overruns:® frame:0
TX packets:d errors:® dropped:0 overruns:d carrier:@
collisions:8 txgueuelen:loes
RX bytes:47008 (45.9 KiB) TX bytes:8 (0.8 b)
Interrupt: 169 Hemory:dlB00888-d1ffifff

E Link encap:Ethernet HWaddr 20:10:1B:B8:ET:AA
imet addr:18.1.1.201 Bcast:l0.255.255.255 Mask:255.0.0.0
imets addr: TeB@::210:18TT:TeB8B:af3a/6d4 Scope:Link
UP BROADCAST RUMNING MULTICAST Metric:1
RX packets:418 errors:® dropped:B overruns:® frame:@8
TX packets:d errors:® dropped:8 overruns:® carrier:@
collisions: 0 txqueuelen: 1000
R¥ bytes:88164 (78.2 KiB) Tx bytes:d (0.0 b)
Interrupt:225 Hemory:d2800080-d21 1171

lethd Link encap:Ethernet HwWaddr 80:10:18:88:E7:AC
imet addr:16.1.1.202 Bcast:10.255.255,.255 Mask:255.08.0.8
inets addr: TeBO:;210:187F.fTeldB.eTac/64 Scope:link
UF BROADCAST RUNNING MULTICAST m Metric:1
RX packets:376 errors:® dropped:0 overruns:0 frame:@
TX packets:8 errors:8 dropped:8 overruns:8 carrier:@8
collisions:8 txgueuelen:lO88
R¥ bytes:73184 (71.4 KiB) T bytes:d (0.9 b)
Interrupt:225 Henory:d3800000-d3f1r1T
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eths

ethb

eth?

Link encap:Ethernet HWaddr 00:10:18:88:E7:AE
inet addr:18.1.1.2083 Bcast:10.255.255.255 Mask:255.0.8.8
inetd addr: fedf::210:18ff: fedfi alashd

UP BROADCAST RUNNING MULTICAST
RX packets:373 errors:® dropped:d overruns:8 frame:@
TA packets:8 errors:® dropped:® overruns:® carrier:@
collisions @ txquewelen:lO00

RX bytes:T72266 (78.5 KiB) TX bytes:d (0.8 b)
Interrupt:2684 Memory:d4B800000-d4ffffff

Link encap:Ethernet HWaddr 00:10:1B:BE:ET:E0

inet addr:16.2.2.200 Bcast:10.255,255.255 Mask:255.08.6.8
ineté addr; fESE::ZIB:IBff:fEBS:ETbﬂéﬁd ScopeLink

UF BROADCAST RUNMIMNG MULTICAST Metric:1

AX packets:371 errors:0 dropped:® overruns:8 frame:8

TA packets:® errors:® dropped:® overruns:® carrier:®
collisions:@ txquéwelen: oo

X bytes:72138 (78.4 KiB) TX bytes:0 (8.8 b)
Interrupt:264 Memory:d5E00000-d57rffff

Link encap:Ethernet HWaddr @8:108:1B:B8:ET:B2

inet addr:16.2.2.200 Bcast:10.255.255.255 Mask:255.0.0.90
inetd addr: Ted0: :200: 1877 TeB:e7b2/64 Scope:Link

UF BROADCAST RUNNING MULTICAST Metric:1

AX packets:336 errors:8 dropped %5:3 frame:8

TX packets:0 errors:9 dropped:d overruns:® carrier:@
collislons:® txqueuelen:loon

X bytes:63044 (62.4 KiB) TX bytes:0 (6.6 b)
Interrupt:181 Memory:dGEOO000-dGTTIrer

fethe

lethd

Link encap:Ethernet HWaddr 00:10:18:88:E7:84

inet addr:18.2.2.2082 Bcast:108.255.255.255 Mask:255.8.8.8
inett addr: fefB::210:18ff:feBf:eTbd/64 Scope:link

UP BROADCAST RUNNING MULTICAST m Metric:l

R packets:316 errors:0 dropped:® overruns:d frame:@

TX packets:® errors:® dropped:& overruns:8 carrier:@
collisions:@ txqueuelen: 1868

RX bytes: 607060 (59.3 KiB) TX bytes:® (0.0 b)
Interrupt:181 Memory:d7200000-d777717F

Link encap:Ethernet Hwaddr 88:18:18:88:E7:86

inet addr:19.2.2.203 Bcast:10,255,255,255 Mask:255.9.0.0
ineth addr: TeBB::210:187f:TeBE e7b6/64 Scope:Link

UP BROADCAST RUNNING MULTICAST Metric:l

RX packets:181 errors:0 dropped:@ overruns:® frame:@

TE packets:@ errors:0 dropped:® overruns.® carrier:®
collisions:8 txqueuelen: 000

RX bytes:33702 (32.9 KiB) TX bytes:8 (0.8 b)
Interrupt:169 Hemory:daB800080-daffifff

Additionally, the Ethernet and iSCSI protocol-enabled adapter MTU sizes can be simultaneously adjusted in the
Ethernet Devices window from the Network Configuration GUI (if available in the desired version of Linux).
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Ethernet Device ®
General | Boute | Hardw.are Dawvice
Hickname -_ﬁii EI | ';-

Activate device when comguter starts
Alow all ysers to enable and disable the device

Enable IPvE confliguration for this intemlace

futamatically obtain P address settings with

+ Stabicaly set IF addresses

Manual IP Address Semings
Agaress 10.1.1.200
Subnet mask 255000

Defaull gateway addrass

SetMTUto: (9600  |*

Set MAU ta-| 0

% Note: In Linux, both the Ethernet and iSCSI Offload HBA MTU sizes are changed simultaneously and
will have the same value. In other words, setting eth2 to MTU size of 9600 bytes using the ifconfig
eth2 mtu 9600 up sets this example’s Port 0, Partition 1 Ethernet adapter to MTU = 9600 bytes and
the Port 0, Partition 1 iSCSI Offload HBA adapter to MTU = 9600 bytes.

z@l Note: Each partition’s MTU size setting can be different. Using the above protocol-enabled partition
example:

e Port 0, Partition 1 Ethernet and iSCSI Offload HBA can be set to 9600 bytes.
e Port 0, Partition 2 Ethernet and iSCSI Offload HBA can be set to 5500 bytes.
e Port 0, Partition 3 Ethernet can be set to 1500 bytes.
e Port 0, Partition 4 Ethernet can be set to 9000 bytes.

In Linux, use the ping command with the "-s size" option to verify that Jumbo Frame support is configured
throughout the desired network path - i.e. "ping -s 8972 A.B.C.D". The Don’t Fragment (a.k.a. DF) flag is
AUTOMATICALLY set in Linux. The unfragmentable ping packet size is the desired MTU size to be checked (9000
bytes) minus the automatically added overhead (28 bytes) or 8972 bytes. Note that the ping will return the
send size plus the 8 bytes of the ICMP header. The "-c" switch sets the number of times this ping command is
sent. You can also use the optional source interface (Capital ) command “-l a.b.c.d” or “-I devName” if you have
multiple adapters that are connected to the same target IP address and you want to check a specific interface.

[root@server]# ping -c 3 -s 8972 192.168.20.10
PING 192.168.20.10 (192.168.20.108) from 192.168.20.200:8972(9000) bytes of data.
8980 bytes from 192.168.20.10 (192.168.20.10): icmp_seq=0 ttl=255 time=0.185 ms

8980 bytes from 192.168.20.10 (192.168.20.10): icmp_seq=1 ttl=255 time=0.177 ms
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8980 bytes from 192.168.20.10 (192.168.20.10): icmp_seq=2 tt1=255 time=0.180 ms
--- 192.168.20.10 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet lost, time 3043ms

rtt min/ave/max/mdev = 0.177/0.181/0.185/0.005 ms

If it does not work, you will see:

[root@server]# ping -c 3 -s 8972 192.168.20.10

PING 192.168.20.10 (192.168.20.10) from 192.168.20.200:8972(9000) bytes of data.
--- 192.168.20.10 ping statistics ---

3 packets transmitted, © packets received, 100% packet lost, time 3010ms

Setting MTU Sizes in VMWare ESX/ESXi 4.1

In VMWare ESX/ESXi 4.1, the MTU size for each individual Ethernet protocol-enabled partition can be
independently set from Normal (1500 bytes) up to Jumbo (9600 bytes). This MTU size change will affect both
regular L2 Ethernet and iSCSI software non-offload pathway generated traffic. Unlike other Linux OS's, you can
not directly adjust the MTU size using the "ifconfig" command. Instead you must use various ESX 4.1 "esxcfg"
commands.

The Ethernet protocol enabled partition's adapter MTU size is adjusted using SSH command line, for example:
List all current vSwitch's information using the esxcfg-vswitch -1 command.

Modify a specific vSwitch's MTU size with the following command - this modifies vSwitch1 (which is in port
group VMK _| 1) to 9000 bytes:

esxcfg-vswitch -m 9000 vSwitchl

The following command will list all of the current VMKernel NIC settings:

esxcfg-vmknic -1
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Modify the VMKernel NIC's MTU size using the following command. This modifies vmnicl (which is in port
group VMK _|_1) to 9000 bytes:

esxcfg-vmknic -m 9000 VMK_I_1

z@l Note: VMWare ESX uses the term vmnic# instead of the typical Linux term eth# in the command line.

Finally, don't forget to set the associated VM's virtual adapter setting as desired. In a Windows Server 2008 R2
VM, the Network Connection Advanced Properties Jumbo Packet setting would be either 9014 Bytes or
DISABLED for standard size 1500 Bytes if the Virtual Adapter is the default E1000.

Intel(R) PROJ 1000 MT Hetwork ection Pro x|
Generdl Advanced | [river | Detals | Power Mansgement |
The following properties ans avalable for this network adapber. Chck
thes propesty you want to change on the beft, and then selact s value
on the right
Propesty Walue:
Adaptive Inter-Frame Spacing - [ abind |
Fow Control i 5198 B
Intemupt Moderation 4058 B e:’
Intamupt Modaration Fate
1Pvwd Chechaum Offioad
Jumbeo Paciost
Large: Send Offficad (1Pv4)
Link d & Dupdesc -
Locah fdmneed Addess | Disabled = 1500 bytes
Mumber of Coalesce Euffers
Priority & VLAN
Recenv Buffers | | 9014 Bytes = Jumbo
TCP Checiosum Offioad (IPv4)
Tranami Euffers =
ok || cance |

If you are using the VMXNET3 Virtual Adapter, then change it's Advanced Properties Jumbo Packets setting to
Jumbo 9000.
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[mcnets Echernet Adapter ropertes RN
General Advanced | Diiver | Detais | Power Management |
the property you want to change on the left. and then select its value
on the right.
Property: Value:
Intemupt Moderation - [\erhGBDDD _'_I
|Pv4 Checksum Offload
IPvé Giant TSO Offioad M
IPvé4 TSO Officad anderd 1500

IPv6 TCP ion Offload

Lare Fox Buffers

MALC Address

Max R Queues

Max T Queues

(Offioad IP Options

(Offioad tagged traffic
(Offioad TCP Options

Priory / VLAN tag =

ok | Cance |

Ina RHEL VM, the virtual adapter MTU sizes can be adjusted in the Ethernet Devices window from the Network
Configuration GUI (or command line using the ifconfig ethX mtu NNNN up command).

General Boute Hardware Device

Hickname: |$T712_eth2
| Activate device when computer starts
Allow all ysers to enable and disable the device

| Emable IPvE configuration for this interface

Automatically obtain [P address settings with

Statically set IP addresses
Manual IF Address Settings

Address 11112
Subnet mask 25525500

Default gateway address

setMTU e |G |5

| Set MRU to: |0

In Linux, use the following ping command to verify that Jumbo Frame support is configured throughout the
desired network path:
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% Note: The odd numbering for the pink packet size (-s NNNN), which is the desired MTU size of 9000
bytes minus the 28 bytes of automatically added OVERHEAD, but the outputted displayed size is plus
8 bytes which are the included ICMP header data bytes. The Don’t Fragment (a.k.a. DF) flag (-d) must
also be set, else the packet could be fragmented somewhere along the way and you would not know
it. The optional count (-c) is the number of times you will send this ping. You don’t have to use the
optional source interface command “-1 a.b.c.d” or “-I devName” unless you have multiple adapters
that lead to the same target IP address and you want to check a specific one. You can also use the ESX
“vmkping” command.

[root@sieoral network-scripts]# ping -d -c 3 -I ethl -s 8972 192.168.20.10

PING 192.168.20.10 (192.168.20.10) from 192.168.20.101 eth1:8972(9000) bytes of data.
8980 bytes from 192.168.20.10: icmp_seq=1 ttl=255 time=0.185 ms

8980 bytes from 192.168.20.10: icmp_seq=2 ttl=255 time=0.177 ms

8980 bytes from 192.168.20.10: icmp_seq=2 ttl=255 time=0.180 ms

--- 192.168.20.10 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet lost

round-trip min/ave/max = 0.177/0.181/0.185ms

If it does not work you will see a failure message:

[root@esx41]# ping -d -c 3 -I ethl -s 8972 192.168.20.10

PING 192.168.20.10 (192.168.20.10) from 192.168.20.101 eth1:8972(9000) bytes of data.
sendto () failed (Message too long)

sendto () failed (Message too long)

sendto () failed (Message too long)

--- 192.168.20.10 ping statistics ---

3 packets transmitted, @ packets received, 100% packet lost

You should also check if the desired VMs can send Jumbo Frames all the way to their various end points using
the applicable OS ping commands described earlier in this document.

Examples

e Equal Oversubscription Example

e Partitioned Oversubscription Example

e Weighted Oversubscription Example

e Oversubscription With One High Priority Partition Example
e Default Fixed Subscription Example

e Mixed Fixed Subscription and Oversubscription Example

¢ Mixed Weights and Subscriptions Example
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% Note: All bandwidths given in these examples are approximations. Protocol overhead, application
send-rate variances, and other system limitations may give different bandwidth values, but the ratio
relationship between the send bandwidths of the four partitions on the same port should be similar
to the ones given.

Depending upon OS requirements, the traffic types for each partition could be L2 Ethernet or iSCSI
Offload or FCoE Offload where L2 Ethernet can be on any of the four partitions, AND up to two iSCSI
Offload can be on any two of the four partitions OR one FCoE Offload can be on any one of the four
partitions plus one iSCSI Offload can be on any one of the remaining three partitions. The partitions
data flows on Windows can be a combination of L2 Ethernet traffic (with or without TOE) and/or HBA
traffic (iSCSI OR FCoE). For Linux RHEL v5.x, the L2 Ethernet protocol is always enabled and up to two
iSCSI Offloads can be enabled (but no FCoE Offload). For Linux RHEL v6.x and SLES 11 SP1 the L2
Ethernet protocol is always enabled and up to two iSCSI Offloads or one FCoE Offload and one iSCSI
Offload can be enabled. For Solaris 10u9 and VMWare ESX/ESXi 4.1 only the L2 Ethernet protocol is
available for the partitions.

Equal Oversubscription Example

The following is an example of oversubscribed bandwidth sharing in non-DCB mode. All traffic types over the
four partitions of the port have an equal weight (i.e., they are all set to 0%) and can individually use the
maximum bandwidth of the connection (i.e., 10 Gbps, in this case). In addition to the Ethernet Protocol's being
enabled on all four partitions, the iSCSI Offload protocol is enabled on partition 1 and 4. The iSCSI Offload
Protocol can be enabled in any two partitions. When all of the partitions have zero relative bandwidth weights,
each traffic flow will act as if in it's own separate partition, each taking an equal share of the available
bandwidth up to that partitions maximum bandwidth (which is 100% in this example so does not further limit
any of the traffic flows).

FCoE Offload is not available in non-DCB mode so two iSCSI Offload protocols are used here.

Table 3: Non-DCB Equal Oversubscription

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0, Partition 1 (P1i) 0 100 iSCSI Offload Green
Port O, Partition 1 (P1le) O 100 Ethernet Brown
Port O, Partition 2 (P2e) O 100 Ethernet with Purple
TOE
Port O, Partition3(P3e) O 100 Ethernet Yellow
Port O, Partition 3 (P4e) O 100 Ethernet with Blue
TOE
Port 0, Partition 4 (P4i) 0 100 iSCSI Offload Red

The following plot shows how all of the partitions would share a ports available send bandwidth. Each traffic
type flow (such as P1i and Ple) is expanded in to its own bandwidth trace for ease of understanding. The send
traffic flows are independent in each partition and the individual traffic type flow rate is balanced with each of
the other traffic type flow rates when traffic demands exceed the available bandwidth

e Starting at t0, the first partition's iSCSI Offload traffic flow (P1i) initially takes ~100% of the available port's
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TX send bandwidth when an iSCSI test application is flooding that port by itself.

e When P1's L2 Ethernet (P1e) starts to send at t1, both stabilize to half of the bandwidth or ~5 Gbps each
even thought they are in the same partition, they share the total available bandwidth.

¢ When P2e starts to send at t2, all three traffic flows (P1i, P1e and P2e) will stabilize to 1/3rd of the
bandwidth or ~3.3 Gbps each (they all equally share the available bandwidth).

e When P3e starts to send at t3, all four traffic flows (P1i, P1e, P2e and P3e) will stabilize to 1/4th of the
bandwidth or ~2.5 Gbps each (effectively sharing the available bandwidth).

e When P4e starts to send at t4, all five traffic flows (P1i, P1e, P2e, P3e and P4e) will stabilize to 1/5th of the
bandwidth or ~2 Gbps each (again equally sharing the available bandwidth).

e When P4i starts to send at t5, all six traffic flows (P1i, P1e, P2e, P3e, P4e and P4i) will stabilize to 1/6th of
the bandwidth or ~1.65 Gbps each (all sharing the available bandwidth).

e When P1listops sending at t6, the five currently active traffic flows (P1le, P2e, P3e, P4e and P4i) will
readjust to ~2 Gbps each (equally absorbing the freed up bandwidth).

e As a previously sending traffic flow stops sending (t7, t8, t9 and t10) the remaining active flows will
readjust to equally fill any available bandwidth.

¢ Notice the symmetry of the BW allocation. No matter which traffic type is currently running, each will get
an equal share with respect to the other currently transmitting traffic type flows. This assumes the

application creating the transmitted traffic type flow can fill the allocated amount of BW it is given - if not,
the other traffic flows will equally absorb the unused BW.
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The following two examples are of oversubscribed bandwidth sharing with DCB enabled. The first example is
similar to the above non-DCB example with four Ethernet and two iSCSI Offload protocols enabled with the
same two traffic types in six distinct "flows" with the partitions similarly configured. The main differences here
is the iSCSI traffic type is assigned to DCB Priority Group 2 and is Lossless (i.e. iSCSI-TLV) with an ETS setting of
50%; while the L2 Ethernet traffic type is still assigned to Priority Group 0 and is Lossy with an ETS setting of
50%. If the iSCSI Offload protocol traffic flows had been assigned to the same PG as the Ethernet protocol traffic
flows, then the traffic BW would have looked very similar to the previous Non-DCB example since ETS would
never be activated for traffic flows belonging to the same PG.

Table 4: DCB Equal Oversubscription

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0, Partition 1 (P1i) N/A 100 iSCSI Offload Green
Port O, Partition 1 (Ple) N/A 100 Ethernet Brown
Port 0, Partition 2 (P2e) N/A 100 Ethernet with Purple
TOE

Port O, Partition 3 (P3e)  N/A 100 Ethernet Yellow
Port O, Partition 4 (P4e) N/A 100 Ethernet Blue

Port 0, Partition 4 (P4i) N/A 100 iSCSI Offload Blue

The following plot shows how the two iSCSI traffic streams in PG2 act verses the L2 Ethernet traffic streams in
PGO. The traffic in the two PGs will almost act independently of each other when their aggregated traffic
bandwidth demands exceed the available bandwidth - each taking it's half of the ETS managed pie.

e Starting at t0, only P1i (iSCSI Offload) is sending, so it takes ~100% or all of the 10 Gbps bandwidth.

e When Ple (L2 Ethernet) starts to send at t1, both flows stabilize to ~5 Gbps each (P1iin PG2 takes it's
allocated 50% bandwidth and P1le in PGO takes it's allocated bandwidth of 50%).

e When P2e starts to send at t2, the traffic in P1i is not affected - it remains at ~5 Gbps due to it beingin a
different Priority Group. Both P1le and P2e will stabilize to ~2.5 Gbps each (P1le and P2e equally share
PGO's allocated portion of the bandwidth).

¢ When P3e starts to send at t3, P1i is still unaffected and remains at ~5 Gbps. The three L2 Ethernet traffic
types will split their 50% of PGO's share between themselves, which is ~1.65 Gbps (each takes 1/3rd of ~5
Gbps).

e When P4e starts to send at t4, the four Ethernet traffic flows take 1/4th of PGO's bandwidth (~1.25 Gbps
each) while P1liis still unaffected and remains at ~5 Gbps.

e When P4i starts to send at t5, the four Ethernet traffic flows remain the same but the two iSCSI traffic
flows split PG2's allocated bandwidth (~2.5 Gbps each).

¢ Then when P1istops sending at t6, the traffic flows in PGO are unaffected while P4i's share increases to all
of PG2's allocated bandwidth of ~5 Gbps.

¢ As each of the traffic flows stops sending in PGO, the traffic flows of the remaining member's of PGO
equally increase their respective shares to automatically occupy all of the available bandwidth remain in
PGO until all of PGO's Ethernet flows stop. At t7, there are three active PGO flows (P2e, P3e and P4e) so
each gets 1/3rd of PG0's 5 Gbps or ~1.65 Gbps. At t8, there are two active PGO flows (P3e and P4e) so each
gets % of PGO's 5 Gbps or ~2.5 Gbps. At t9, there is only one active PGO flow (P4e) so it gets all of PGO's
bandwidth or ~5 Gbps. Through all of this, the Lossless iSCSI flow of P4i remains at 5 Gbps since it takes all
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of PG2's portion of the overall bandwidth (ETS of 50%). Finally, at t10, there is only one active flow after
P4e stops sending so at this point P4i gets 100% of all the bandwidth or ~10 Gbps.

t0 It 2 3 (e Its t6 t7 t8 9 t10
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This second DCB example of oversubscribed bandwidth sharing replaces one of the iSCSI Offloads with an FCoE
Offload protocol. This gives a total of three distinct traffic types in six "flows" with similar partition settings. The
other difference is that the FCoE traffic type is assigned to DCB Priority Group 1 and is Lossless with an ETS
setting of 50%; while the L2 Ethernet and iSCSI Hardware Offload traffic types are both now in Priority Group
0 and are both Lossy with an ETS setting of 50%.

Table 5: DCB Equal Oversubscription with one Lossless FCoE Offload

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0, Partition 1 (P1f) N/A 100 FCoE Offload Green
Port 0, Partition 1 (P1le) N/A 100 Ethernet with Brown
TOE
Port 0, Partition 2 (P2e) N/A 100 Ethernet Purple
Port 0, Partition 3 (P3e) N/A 100 Ethernet Yellow
Port O, Partition 4 (P4e) N/A 100 Ethernet with Blue
TOE
Port 0, Partition 4 (P4i) N/A 100 iSCSI Offload Red

The following plot shows how the first partition's FCoE traffic PG1 acts verses the other traffic types in PGO. Just
like the previous example, the traffic in the two PGs will almost act independently of each other when their
aggregated traffic bandwidth demands exceed the available bandwidth.

e Starting at t0, only P1f (FCoE Offload) is sending, so it takes ~100% or all of the 10 Gbps bandwidth.

e When Ple (L2 Ethernet) starts to send at t1, both flows stabilize to ~5 Gbps each (P1f in PG1 takes 50%
and Ple in PGO takes the other 50%).

e When P2e starts to send at t2, the traffic in P1f is not affected - it remains at ~5 Gbps due to it beingin a
different PG. Both P1e and P2e will stabilize to ~2.5 Gbps each (P1e and P2e equally share PGO's portion of
the bandwidth - so they each get ~2.5 Gbps (ETS of 50% * total 10G BW * 1/ 2).

e When P3e starts to send at t3, P1f is still unaffected and remains at ~5 Gbps. The three L2 Ethernet traffic
types will split their 50% of PGO's share between themselves which is ~1.65 Gbps (each takes 1/3rd of 5G).

e When P4e starts to send at t4, the four Ethernet traffic flows take 1/4th of PGO's bandwidth (~1.25 Gbps
each) while P1f is still unaffected and remains at 5 Gbps.

e When P4i starts to send at t5, the four Ethernet traffic flows plus the new iSCSI traffic flow take 1/5th of
PGO's bandwidth (~1 Gbps each) while P1f is still unaffected and remains at 5 Gbps.

¢ Then when P1f stops sending at t6, the five traffic flows in PGO now take all of the ports bandwidth, so
now their 1/5th of PG0's bandwidth doubles to ~2 Gbps each - the available bandwidth went from 5 Gbps
to 10 Gbps.

¢ As each traffic flow stops sending in PGO, the remaining member traffic flows equally increase their
respective shares to automatically occupy all of the available bandwidth. At t7, there are four active PGO
flows so each gets 1/4th or ~2.5 Gbps. At t8, there are three active PGO flows so each gets 1/3rd or ~3.3
Gbps. At t9, there are two active PGO flows so each gets half or ~5 Gbps. Finally, at t10, there is only one
active PGO flow (P4i) so it gets 100% or ~10 Gbps.

e Any of the traffic flows will take 100% of the available bandwidth if it is the only sending traffic flow.
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Partitioned Oversubscription Example

The following is an example of oversubscribed bandwidth sharing in non-DCB mode where all four partitions
of the port have their weight set to 25% and can individually use the maximum bandwidth of the connection
(i.e., 10 Gbps, in this case). In addition to the Ethernet Protocol's being enabled on all four partitions, the iSCSI
Offload protocol is enabled on Partition 1 and 4. By setting the partition's relative bandwidth weights to 25%,
each partition's traffic flows (i.e. P1's iSCSI (P1i) + L2 Ethernet (P1e) and P4's iSCSI (P4i) + L2 Ethernet (P4e)) will
be contained in their respective partition while each partition over all takes an equal share of the available
bandwidth. The traffic flows within that partition can only expand into that partition's allocated by weight
portion.

There would be no difference between the previous examples and this example with DCB enabled since it
essentially sets the Relative Bandwidth Weight values to all ZEROs and the PG's ETS would come into play.

Table 6: Non-DCB Partitioned Oversubscription

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0, Partition 1 (P1i) 25 100 iSCSI Offload Green
Port 0, Partition 1 (P1e) 25 100 Ethernet Brown
Port O, Partition 2 (P2e) 25 100 Ethernet with Purple
TOE
Port O, Partition 3 (P3e) 25 100 Ethernet Yellow
Port O, Partition 3 (P4e) 25 100 Ethernet with Blue
TOE
Port 0, Partition 4 (P4i) 25 100 iSCSI Offload Red

The following plot shows how each traffic type flow must remain within a partition's share of a ports available
send bandwidth - i.e. if there are two different traffic type flows (such as Pliand P1e) in a single partition, they
are combined, as if one flow, for determining the amount of bandwidth allocated to them.

e Starting at t0, the first partition's iSCSI Offload traffic flow (P1i) initially takes ~100% of the available port's
TX send bandwidth when an iSCSI test application is flooding that port by itself.

e When P1's L2 Ethernet (P1e) starts to send at t1, both stabilize to ~5 Gbps each even thought they are in
the same partition, they share the total available bandwidth. This is because no other partition's traffic
flow is sending.

e When P2e starts to send at t2, the traffic flows in P1 (P1i and P1e) will reduce to ~2.5 Gbps each while the
P2 traffic flow (P2e) will take ~5 Gbps. This is because the bandwidth is initially split by partition and then
traffic flows within each individual partition.

e When P3e starts to send at t3, the two traffic flows in P1 (P1i and Ple) are further reduced to ~1.65 Gbps
(half of the partition's 1/3rd allocation going to the three active partitions) while P2e and P3e each
stabilize at ~3.3 Gbps.

e When P4e starts to send at t4, the three single partition traffic flows (P2e, P3e and P4e) will stabilize to 1/
4th of 10 Gbps or ~2.5 Gbps each while the P1 partition shares it allocated bandwidth between it's two
users (P1i and Ple) so each gets half of the allocated 1/4th of 10 Gbps or 1/8th which is ~1.25 Gbps.

e When P4i starts to send at t5, the two single traffic flows (P2e and P3e) will remain at ~2.5 Gbps each, as
well as the P1 partition's traffic flows (P1i and P1e) each still getting ~1.25 Gbps while P4's allocated
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bandwidth will now be split into two traffic flows (P4e and P4i) which means each get ~1.25 Gbps.

e When P1i stops sending at t6, the only partition P1 traffic flow (P1e) will readjust to ~2.5 Gbps and all of
the others will remain the same.

e When Ple stops sending at t7, the other traffic flows will readjust to ~3.3 Gbps (P2e and P3e) and ~1.65
Gbps each for partition P4's shared P4e and P4i traffic flows.

e When P2e stops sending at t8, partition P3's single traffic flow will readjust to ~5 Gbps (P3e) and partition
P4's shared P4e and P4i traffic flows will increase to half that or ~2.5 Gbps.

e When P3e stops sending at t9, the remaining partition (P4) will now receive all of the available bandwidth
so it's two traffic flows (P4e and P4i) will equally share it for ~5 Gbps each.

¢ Finally, when P4e stops sending at t10, the remaining traffic flow (P4i) will now receive all of the available
bandwidth or ~10 Gbps.

e If there is only one flow in a partition, it would take all of the bandwidth allocated for that partition.

¢ The main difference between setting all four partition's relative bandwidth weight to 0% and setting them
to all 25% is that 0%'s causes the send bandwidth to be shared between all active traffic flows while 25%'s
cause the send bandwidth to be shared between the active sending partitions first and then the active
sending traffic type flows - in a two step manner. Setting them to all 0%'s causes the logic to work similarly
to the way it does in DCB mode when all traffic types are in the same PG.

e |If there was only one traffic flow in each partition, then the results would be similar to setting each
partition's relative bandwidth weight to 0%, since the single traffic flow would not be sharing a partition's
bandwidth with another traffic type.
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Weighted Oversubscription Example

The following is an example of weighted oversubscribed bandwidth sharing with different weights assigned to
each partition in non-DCB mode. This example has each partition taking the maximum bandwidth when no
other partition is active, plus as each partition starts and stops sending, the amount of bandwidth is shared as
an approximate ratio of the currently sending partitions weight values.

There would be no difference between the previous examples and this example with DCB enabled since the
weights are ignored and if all traffic types are in the same single PG.

Table 7: Non-DCB Weighted Oversubscription

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color

Port 0, Partition 1 (P1i) 10 100 iSCSI Offload Green

Port 0, Partition 1 (P1e) 10 100 Ethernet with Orange
TOE

Port O, Partition 2 (P2e) 20 100 Ethernet with Purple
TOE

Port O, Partition 3 (P3e) 30 100 Ethernet with Yellow
TOE

Port O, Partition 4 (P4e) 40 100 Ethernet with Blue
TOE

Port 0, Partition 4 (P4i) 40 100 iSCSI Offload Red

The following plot shows:

e The first partition's traffic flow (P1i) initially takes ~100% of the available bandwidth at t0 when an iSCSI
test application is sending traffic out that port by itself.

e When Ple starts to send Ethernet traffic at t1, the two active traffic flows have equal weights with respect
to each other so they are allocate half of the total bandwidth available (~10 Gbps) to partition P1 which
equates to ~5 Gbps each for P1li and Ple.

e When P2e starts sending at t2, the partition's relative bandwidth weights come into effect. Partition P1
has a weight of 10% while P2 has twice as much at 20%, so P1's two sending traffic flows are reduced to
half of the partition's assigned 1/3rd (derived from P1's weight of 10% / (P1's weight of 10% + P2's weight
of 20%)) or ~1.65 Gbps each for P1iand Ple. P2e starts at ~6.7 Gbps (it's relative weight is 20% / 30% total
active weights) - it is not halved since it is the only traffic-flow on partition P2.

e When partition P3e starts sending Ethernet traffic at t3 with a relative weight of 30%, it takes ~5 Gbps (30/
60 of 10 Gbps), P2e drops to ~3.3 Gbps (20/60) and partition P1's total drops to ~1.65 Gbps (10/60) so that
means P1liand Ple each get half of that or ~0.825 Gbps each.

e When P4e starts (40% relative weight) at t4, it takes ~4 Gbps (40/100) and the three other partition's send
traffic drop; partition P1 is reduced to ~1 Gbps (10/100) so that means P1iand P1le split that for ~0.5 Gbps;
partition P2 drops to ~2 Gbps (20/100) and since there is only one send traffic flow (P2e) it takes all of that
assigned bandwidth; and finally partition P3 (with it's single traffic flow P3e) drops to ~3 Gbps (30/100).

e When the second traffic flow on partition P4 (P4i) starts at t5, the two flows (P4e and P4i) on the same

partition (P4) split the partition's assigned bandwidth of ~4 Gbps, so each gets ~2 Gbps. The other send
traffic on the other three partitions remains the same.
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e If P1istops at t6, the remaining traffic flow on partition P1 (P1e) absorbs that partition's share of the send
bandwidth to ~1 Gbps. The remaining traffic flows on the other three partitions are unaffected.

e |If Ple stops at t7, the others adjust slightly upwards to fill that newly available bandwidth; partition P2
(and it's traffic flow P2e) increases to ~2.2 Gbps (20/90); partition P3 (and it's traffic flow P3e) raises to
~3.3 Gbps (30/90); and partition P4 raises to ~4.5 Gbps (40/90) which means P4e and P4i split that for
~2.25 Gbps each.

e If P2e stops at t8, the others again adjust upwards to fill that newly available bandwidth; partition P3 (and
it's traffic flow P3e) raises to ~4.3 Gbps (30/70), and partition P4 raises to ~5.7 Gbps (40/70) which means
P4e and P4i split that for ~2.85 Gbps each.

e If P3e stops at t9, partition P4's share raises to ~100% of the bandwidth (40/40) so it's two traffic flows
(P4e and P4i) split this for ~5 Gbps each.

e When P4e stops at t10, the only remaining traffic flow P4i takes all of the bandwidth at ~10 Gbps.

t |t e2 e (a1 ts t6 tr t8 19 t10

BROADCOM- NPAR Setup Guide
December 8, 2011 ¢ 2CS57712-SWUM102-R Page 68



57712-k Software User Manual Examples

Oversubscription With One High Priority Partition Example

Next is an example of a single high priority partition with all of the relative bandwidth weight, but all four of
the partitions are still oversubscribing the available bandwidth. The first three partitions of the port have 0%
weight and the last partition (P4) has all of the weight (100%). All four partitions are set to use the maximum
amount of the connection's bandwidth (i.e., 100%, which is 10 Gbps, in this case).

Again, since the maximum bandwidths are set to 100% for all four partitions, there is no difference between
the earlier DCB mode example and this one, in DCB mode.

Table 8: Non-DCB Oversubscription With One High Priority Partition

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0, Partition 1 (P1i) 0 (effectively 1) 100 iSCSI Offload Green
Port 0, Partition 1 (Ple) 0 (effectively 1) 100 Ethernet Brown
Port O, Partition 2 (P2e) O (effectively 1) 100 Ethernet Purple
Port O, Partition 3 (P3e) 0 (effectively 1) 100 Ethernet with Yellow
TOE
Port 0, Partition 4 (P4e) 100 100 Ethernet Blue
Port 0, Partition 4 (P4i) 100 100 iSCSI Offload Red

The following plot shows a similar effect to some of the previous examples, except that the fourth partition
takes as much of the bandwidth as it needs (up to ~100%) when it starts to transmit. In this example the three
0% Relative Bandwidth Weight partitions have an effective Relative Bandwidth Weight of 1% instead of 0%.

e The first partition's traffic flow (P1i) initially takes ~100% of the available bandwidth when the test
application starts to transmit traffic on that port by itself at t0.

e When Ple starts to send Ethernet traffic at t1, both will stabilize to ~5 Gbps each.

e When partition P2 (traffic flow P2e) starts to send traffic at t2, since only partition's P1 and P2 are now
sending each partition gets half of the send bandwidth, so partition P2 (P2e) gets all of the allocated ~5
Gbps and partition P1's two traffic flows (P1i and P1e) will share it's allocated ~5 Gbps or ~2.5 Gbps each.

e When partition P3 (P3e) starts to send at t3, all three partitions will be allocated 1/3rd of the available
bandwidth - P3e will received ~3.3 Gbps, P2e will receive the same allocation of ~3.3 Gbps and P1ian Ple
will approximately split it's partition's bandwidth for ~1.65 Gbps each.

e But when P4e starts to send Ethernet traffic at t4, it will take almost all of the ~10 Gbps bandwidth,
regardless of the bandwidth needs of the other three partitions four traffic flows. P1i and P1e will each get
approximately half of 1/103 of the available bandwidth or ~0.05 Gbps while P2e and P3e will receive ~0.1
Gbps and P4e will take ~9.7 Gbps.

e When P4i starts to send Ethernet traffic at t5, it will take half of the allocated bandwidth for partition P4.
Therefore P4e will drop to ~4.75 Gbps and P4i will start at ~4.75 Gbps. The other three partitions four
traffic flows will be unaffected. P1i and Ple will each get approximately half of 1/103 of the available
bandwidth or ~0.05 Gbps while P2e and P3e will receive ~0.1 Gbps and P4e will take ~9.7 Gbps

e When P1li stops sending traffic at t6, it's freed up 0.05 Gbps bandwidth will be reallocated to the other
traffic flows according to their relative bandwidth weight settings. The same is true for when Ple (at t7),
P2e (at t8) and P3e (at t9) stop sending traffic.
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¢ Finally when P4e stops sending traffic at t10, P4i will take all of the available bandwidth for ~10 Gbps.

¢ Whenever the fourth partition's bandwidth needs drop off, the other actively sending partitions will
equally increase their respective shares to automatically occupy all of the available bandwidth.
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Default Fixed Subscription Example

This is an example of the default partition settings that has all of the relative bandwidth weights set to 0% and
the maximum bandwidths set to 2.5 Gbps. Since the total of the maximum bandwidth values are set to exactly
100% (i.e. never can reach an oversubscription situation), the traffic flows in each partition will share that
partition's bandwidth allocation with respect to it's overall maximum bandwidth ceiling and the relative
bandwidth weights are never used.

Table 9: Non-DCB Default Fixed Subscription

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0, Partition 1 (P1i) 0 25 iSCSI Offload Green
Port O, Partition 1 (P1e) O 25 Ethernet Brown
Port 0, Partition 2 (P2e) 0 25 Ethernet Purple
Port O, Partition 3(P3e) O 25 Ethernet Yellow
Port O, Partition 4 (P4e) O 25 Ethernet Blue

Port 0, Partition 4 (P4i) 0 25 iSCSI Offload Red

This following plot shows how the four partition's send traffic is independent of each other. Unlike the previous
examples, none of the partitions (and their associated traffic flows) take more than their designated bandwidth
portion; the total bandwidth of all four partitions of the port is equal to or less than the total available
bandwidth of the port. In this example, each partition takes only ~25% or 2.5 Gbps of the total available
bandwidth when their test application starts to transmit traffic. Furthermore, if a partition has more than one
active traffic flow, these flows will share that partition's allowed bandwidth. Unused port bandwidth is not re-
allocated to any partition above it's own maximum bandwidth setting.

e When P1li starts to send traffic at t0, it only takes the subscribed 25% of the 10 Gbps bandwidth available
which is ~2.5 Gbps.

e when Ple starts to send at t1, it will share partition P1's 25% with P1i. Each is allocated ~1.25 Gbps and
neither expands into the unused ~7.5 Gbps remaining.

e When P2e starts to send at t2, it only takes it's partitions subscribed ~2.5 Gbps and does not affect either
of partition P1's sending traffic flows.

e When P3e starts to send at t3, it again only takes it's partitions subscribed ~2.5 Gbps and does not affect
P2e or either of partition P1's sending traffic flows.

e When P4e starts to send at t4, it also only takes it's partitions subscribed ~2.5 Gbps and does not affect
any of the other partition's sending traffic flows.

e When P4i starts to send at t5, it will share partition P4's 25% with P4e. Each is allocated ~1.25 Gbps and
the other partitions are unaffected.

e When P1listops sending at t6, it will release it's 12.5% share of the bandwidth and the other remaining
partition P1 traffic flow (P1e) will increase to 2.5 Gbps while the other traffic flows are unaffected.

e When P1le stops sending at t7, there will only be three partitions, but each is still assigned only 25% of the
overall bandwidth. The other traffic flows (P2e, P3e, P4e and P4i) will not change.

e When P2e stops sending at t8, again there will be no change to the other traffic flows.
e When P3e stops sending at t9, there will still be no change to the other traffic flows.
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¢ When P4e stops sending at t10, the remaining traffic flow on P4 (P4i) will absorb the freed 12.5% of the
partition P4's allocated bandwidth and will increase to 2.5 Gbps.

e Each partition's flows on the same port are logically isolated from the others as if they were on separate
ports and a partition's send flows stopping or restarting will not affect its fellow partition's send traffic
flows - except where the flows are on the same partition - and then they will only take the freed
bandwidth for their respective partition.

t0 Itttz 3t ts t6 t7 t8 9 t10
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Mixed Fixed Subscription and Oversubscription Example

This example shows partitions with all of the relative bandwidth weights set the same, but with the partitions
partially oversubscribing the available bandwidth, unequally. Two of the partitions are set to use 10% or 1 Gbps
each of bandwidth and the other two (the ones with the hardware offload protocol's enabled) are set to use
80% or 8 Gbps of the connection's bandwidth, thus oversubscribing the connection by 80%.

Table 10: Non-DCB Mixed Fixed Subscription and Oversubscription

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0, Partition 1 (P1i) 0 80 iSCSI Offload Green
Port O, Partition 1 (P1le) O 80 Ethernet Orange
Port O, Partition 2 (P2e) O 10 Ethernet Purple
Port O, Partition3(P3e) O 10 Ethernet Yellow
Port O, Partition 4 (P4e) O 80 Ethernet Blue

Port 0, Partition 4 (P4i) 0 80 iSCSI Offload Red

This is a combination example of a fixed subscription (three of the partitions sum to 100%), but all four sum to
180%. When all four, or at least the two larger partitions, are running traffic, they share the space with each
other, up to their partition maximum bandwidth values; otherwise, they act as if they are independent
connections.

e The first partition's traffic flow (P1i) initially takes its designated ~8 Gbps when the test application starts
to transmit traffic at t0 to that port by itself, not expanding into the remaining unused ~2 Gbps bandwidth.

e When the second traffic flow on the first partition (P1e) starts to send at t1, the two active traffic flows on
the same partition share its ~8 Gbps bandwidth for ~4 Gbps each.

e When the third traffic flow (P2e) starts sending at t2, it only takes its partitions maximum bandwidth
allowed ~1 Gbps. Partition P1's two traffic flows are unaffected.

e When the fourth traffic flow (P3e) starts sending at t3, it again only takes its partitions maximum
bandwidth allowed ~1 Gbps. Partition P1's two traffic flows and the traffic flow on partition P2 (P2e) are
unaffected.

e But when P4e starts to send traffic at t4, the condition is now oversubscribed. Since P2e and P3e uses only
~1 Gbps of their allocated 2 Gbps (10 Gbps / 5 equally weighted traffic flows) that leaves ~8 Gbps free for
the other three traffic flows. The remaining traffic flows (P1i, P1e and P4e) would then be allocated ~2.6
Gbps each (8 Gbps / 3 equally weighted traffic flows).

e But when P4i starts to send traffic at t5, it shares the available bandwidth within it's maximums with the
other traffic flows. P2e and P3e are still using only ~1 Gbps of their allocated 1.6 Gbps (10 Gbps / 6
equally weighted traffic flows) which again leaves ~8 Gbps free for the other four traffic flows. Therefore
these four (P1i, P1le, P4e and P4i) are allocated ~2 Gbps each (8 Gbps / 4 equally weighted traffic flows).

e When P1listops at t6, it releases it's bandwidth to the available pool and since P2e and P3e are capped by
their maximum bandwidth value to 1 Gbps, the three other traffic flows (P1le, P4e and P4i) automatically
take equal shares and increase their bandwidth used to ~2.6 Gbps each.

e When Ple subsequently stops sending at t7, P4e and P4i grab up the extra available bandwidth and go to
~4 Gbps each. Both P2e and P3e are unaffected and continue sending at ~1 Gbps each.

e When P2e stops sending at t8, P4e and P4i are not able to make use of the freed up bandwidth since they
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are both in partition P4 which as a maximum bandwidth ceiling of 8 Gbps. Therefore none of the traffic
flows increase their sending rates and this unused bandwidth is ignored.

e When P3e stops sending at t9, the same condition is still in effect. Therefore none of the remaining active
traffic flows increase their sending rates to use this extra bandwidth.

¢ Finally, P4e stops at t10 and this allows it's companion traffic flow (P4i) to increase to ~8 Gbps which is
partition P4's maximum top end. The remaining ~2 Gbps is unassigned.

to |t 2 gt a s t6 t7 8 t9 t10

The following example is the same as the previous example, but with FCoE in the first partition. Additionally,
the FCoE traffic flow is Lossless and in DCB Priority Group 1 with an ETS = 50% and the other traffic flows are
Lossy and in Priority Group O with an ETS = 50%.
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Table 11: DCB Mixed Fixed Subscription and Oversubscription with Lossless FCoE Offload

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0, Partition 1 (P1f) N/A 80 FCoE Offload Green
Port 0, Partition 1 (Ple) N/A 80 Ethernet Orange
Port 0, Partition 2 (P2e) N/A 10 Ethernet Purple
Port 0, Partition 3 (P3e) N/A 10 Ethernet Yellow
Port O, Partition 4 (P4e) N/A 80 Ethernet Blue

Port 0, Partition 4 (P4i) N/A 80 iSCSI Offload Red

This is a similar combination example of a fixed subscription (three of the partitions sum to 100%), but all four
sum to 180%. When all four, or at least the last two partitions, are running traffic, they share the space with
each other, up to their partition maximum bandwidth values and their PG's ETS settings; otherwise, they act
as if they are independent connections.

¢ The first partition's traffic flow (P1f) initially takes its maximum bandwidth designated ~8 Gbps when the
test application starts to transmit traffic at tO to that port by itself, not expanding into the remaining
unused ~2 Gbps bandwidth.

e When the second traffic flow on the first partition (P1e) starts to send at t1, the two active traffic flows on
the same partition share its ~8 Gbps bandwidth for ~4 Gbps each. ETS does not take effect since the traffic
in PGO and PG1 are still less than the amount prescribed by their respective ETS values.

e When the third traffic flow (P2e) starts sending at t2, it only takes its partitions maximum bandwidth
allowed which is ~1 Gbps. Partition P1's two traffic flows are unaffected and the unassigned 1 Gbps
bandwidth remains free.

e When the fourth traffic flow (P3e) starts sending at t3, it only takes its partitions maximum bandwidth
allowed which is ~1 Gbps. Now the first partition's two traffic flows readjust so that PG 0 does not get
more than 50% of the overall bandwidth - i.e. PGO's P1le+P2e+P3e = 40%+10%+10% which is greater than
50%. The P1le traffic flow is reduced to 30% or ~3 Gbps and the P1f traffic flow (in PG1) is adjusted
upwards to 50% or ~5 Gbps.

e When P4e starts to send traffic at t4, it equally shares PGO's ETS assigned bandwidth with Ple, P2e and
P3e but since P2e and P3e use only ~1 Gbps of their allocated 1.25 Gbps (5 Gbps / 4 equally weighted
traffic flows) this leaves ~3 Gbps free (5 Gbps available - 2 GBps assigned to P2e and P3e) for the other two
traffic flows (P1e and P4e) and they are both allocated ~1.5 Gbps each (3 Gbps / 2 equally weighted traffic
flows). P1f is in PG1 so it is unaffected and keeps sending at ~5 Gbps.

e When P4i starts to send traffic at t5, it also equally shares PGO's bandwidth (5 Gbps / 5 equally weighted
traffic flows) which means Ple, P2e, P3e, P4e and P4i all send at ~1 Gbps. P1fin PG1 is still unaffected and
keeps sending at ~5 Gbps.

e When P1f stops at t6, it releases all of PG1's bandwidth to the available pool and since P2e and P3e are
capped by their maximum bandwidth value to 1 Gbps, the three other traffic flows (P1e, P4e and P4i)
automatically take equal shares of 8 Gbps and bump up their bandwidth used to ~2.6 Gbps each.

e When Ple subsequently stops sending at t7, P4e and P4i grab up the extra available bandwidth and go to
~4 Gbps each. Both P2e and P3e are unaffected and continue sending at ~1 Gbps each.

e When P2e stops sending at t8, P4e and P4i are not able to make use of the freed up bandwidth since they
are both in partition P4 which has a maximum bandwidth ceiling of 8 Gbps. Therefore none of the traffic
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flows increase their sending rates and the unused bandwidth is ignored.

e When P3e stops sending at t9, the same condition is still in effect. Therefore none of the remaining active
traffic flows increase their sending rates to use this extra bandwidth.

e Finally, P4e stops at t10 and this allows it's companion traffic flow (P4i) to increase to ~8 Gbps which is
partition P4's maximum top end. The remaining ~2 Gbps is unassigned.

t0 Itz e (a1 Its t6 t7 t8 9 t10

BROADCOM- NPAR Setup Guide
December 8, 2011 ¢ 2CS57712-SWUM102-R Page 76



57712-k Software User Manual Examples

Mixed Weights and Subscriptions Example

This example shows partitions with different relative bandwidth weights and maximum bandwidths, but with
the same partitions partially oversubscribing of the available bandwidth as the previous example. The first pair
of partitions are set to use 10% or 1 Gbps each of bandwidth and both of their weights are set to 5% while the
second pair of partitions are set to use 80% or 8 Gbps of the connection's bandwidth each with both of their
relative bandwidth weights set to 45%. The total is still oversubscribing the connection by 80%.

In DCB mode, there would be no difference between the previous DCB mode example and this one, since the
Relative Bandwidth Weights are not applicable (in DCB mode) and also if all of the traffic types are in the same
Priority Group; the results would be similar.

Table 12: Non-DCB Mixed Fixed Subscription and Oversubscription

Relative Bandwidth Maximum

Port, Partition Weight (%) Bandwidth Protocol Plot Color
Port 0O, Partition 1 (P1i) 45 80 iSCSI Offload Green
Port O, Partition 1 (P1e) 45 80 Ethernet Orange
Port 0, Partition 2 (P2e) 5 10 Ethernet Purple
Port O, Partition 3 (P3e) 5 10 Ethernet Yellow
Port O, Partition 4 (P4e) 45 80 Ethernet Blue

Port 0, Partition 4 (P4i) 45 80 iSCSI Offload Red

This is a combination example of a fixed subscription (three of the partitions sum to 100%), and
oversubscription (all four sum to 180%) with different weights and maximum bandwidths. When all four, or at
least the two larger partitions, are running traffic, they share the space with each other with respect to their
partition's weight and maximum bandwidth values; otherwise, the partition's continue to act as if they are
independent connections.

e The first partition's traffic flow (P1i) initially takes its designated ~8 Gbps when the test application starts
to transmit traffic at t0 to that port by itself, not expanding into the remaining unused ~2 Gbps bandwidth.

e When the second traffic flow on the first partition (P1e) starts to send at t1, the two active traffic flows on
the same partition share its ~8 Gbps bandwidth for ~4 Gbps each.

e When the third traffic flow (P2e) starts sending at t2, it only takes its partitions maximum bandwidth
allowed ~1 Gbps. Partition P1's two traffic flows are unaffected.

e When the fourth traffic flow (P3e) starts sending at t3, it again only takes its partitions maximum
bandwidth allowed ~1 Gbps. Partition P1's two traffic flows (P1li and P1e) and the traffic flow on partition
P2 (P2e) are unaffected.

e But when P4e starts to send traffic at t4, the traffic needs are oversubscribed so the available bandwidth is
redistributed based on each partition's individual weights and maximums settings. P2e and P3e use 5%
each (5/100) so their traffic flows are reduced to ~0.5 Gbps which leaves ~9 Gbps free for the other three
traffic flows. The two other partition's traffic flows are allocated ~3 Gbps each (9 Gbps / 3 equally
weighted traffic flows) - the total bandwidth for P1i and Ple is 6 Gbps which is less than partition P1's
maximum of 80% of 10 Gbps.

¢ When P4i starts to send traffic at t5, the bandwidth is again redistributed. P2e and P3e are still using only
~0.5 Gbps (5/100). This again leaves ~9 Gbps free for the remaining four equally weighted traffic flows,
therefore these four (P1i, Ple, P4e and P4i) all are allocated ~2.25 Gbps each (9 Gbps / 4 flows) where P1i
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plus P1le and P4e plus P4i totals are 4.5 Gbps each which is less than their respective partition's maximum
bandwidth settings.

e When P1listops at t6, it releases it's bandwidth to the available pool and since P2e and P3e are capped by
their relative bandwidth weight values to 0.5 Gbps, the three other traffic flows (Ple, P4e and P4i)
automatically take equal shares of the remaining bandwidth and bump up their portion to ~3 Gbps each
where P4e plus P4i total is 6 Gbps which is still less than their respective partition's maximum bandwidth
value.

¢ When Ple subsequently stops sending at t7, P4e and P4i grab up some of the extra available bandwidth
and go to ~4 Gbps each, where they reach their partition's maximum bandwidth value of 80% or 8 Gbps.
The remaining bandwidth is shared equally by P2e and P3e at ~1 Gbps each.

e When P2e stops sending at t8, P4e and P4i are not able to make use of the freed up bandwidth since they
are both in partition P4 which as a maximum bandwidth ceiling of 8 Gbps. The same is true for P3e which
is also at it's bandwidth maximum. Therefore none of the remaining traffic flows increase their sending
rates and this unused bandwidth is ignored.

¢ When P3e stops sending at t9, the same maximum ceiling condition is still in effect. Therefore neither
P4e or P4i increase their sending rates to use this extra bandwidth.

e Finally, P4e stops at t10 and this allows it's companion traffic flow (P4i) to increase to ~8 Gbps which is
partition P4's maximum top end. The remaining ~2 Gbps is unassigned.
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Dell has tested and certified the Broadcom 57712-k Dual-port 10 GbE Converged Network Daughter
Card with NIC Partitioning, TOE, iSCSI, and FCoE ready technology. Dell specifically disclaims
knowledge of the accuracy, completeness, or substantiation for all statements and claims made in
this document regarding the properties, speeds, or qualifications of the adapter.

Broadcom® Corporation reserves the right to make changes without further notice to any products
or data herein to improve reliability, function, or design.

Information furnished by Broadcom Corporation is believed to be accurate and reliable. However,
Broadcom Corporation does not assume any liability arising out of the application or use of this
information, nor the application or use of any product or circuit described herein, neither does it
convey any license under its patent rights nor the rights of others.
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