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About This Document

Purpose
This document provides instructions on how to enable NIC Partitioning (NPAR) on a Dell® PowerEdge® 
M710HD and M915 Blade Servers installed with the Broadcom® 57712-k Converged Network Daughter Card 
(NDC) Dual Port 10 GbE A Fabric option (see Figure 1).

Figure 1:  Broadcom 57712-k Converged NDC

Audience
This document is written for the network administrator who wishes to partition the Broadcom network 
controller on a Microsoft® Windows Server 2008 R2, VMWare® ESX/ESXi 4.1, Oracle® Solaris, SUSE Linux 
Enterprise Server (SLES), and Red Hat Enterprise Linux® (RHEL) system with:

• up to eight functions (four per port) Ethernet enabled in addition to:

• up to four functions (two per port) iSCSI HBA enabled (in operating systems where the specific HBA can 
be enabled).

or

• up to two functions (one per port) FCoE HBA enabled plus up to two functions (one per port) iSCSI HBA 
enabled (in operating systems where the specific HBA can be enabled).
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Acronyms and Abbreviations
In most cases, acronyms and abbreviations are defined on first use.

For a comprehensive list of acronyms and other terms used in Broadcom documents, go to: 
http://www.broadcom.com/press/glossary.php.

Technical Support
Broadcom provides customer access to a wide range of information, including technical documentation, 
schematic diagrams, product bill of materials, PCB layout information, and software updates through its 
customer support portal (https://support.broadcom.com). For a CSP account, contact your Sales or Engineering 
support representative.

In addition, Broadcom provides other product support through its Downloads & Support site  
(http://www.broadcom.com/support/).
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Configuring NPAR

Using the Unified Server Configurator
Use Dell’s Unified Server Configurator (USC) to configure Broadcom’s 57712-k NPAR parameters. 

To configure NPAR with the USC

1. Enter USC during system boot up by selecting the UEFI boot option. See the Dell website (http://
www.dell.com/content/topics/global.aspx/power/en/simplify_management?c=us&l=en&cs=555) for 
more information on USC.

2. From the USC, select Hardware Configuration and the HII Advanced Configuration option.

http://www.dell.com/content/topics/global.aspx/power/en/simplify_management?c=us&l=en&cs=555
http://www.dell.com/content/topics/global.aspx/power/en/simplify_management?c=us&l=en&cs=555


Configuring NPAR

BROADCOM NPAR Setup Guide 
December 8, 2011  • 2CS57712-SWUM102-R Page 8

®

57712-k Software User Manual

3. All of the Broadcom Ethernet Controller devices should be displayed on this page. Select the desired 57712-
k device port from the displayed list.

4. From the Broadcom Main Configuration Page, select Device Configuration Menu to turn on or off the 
NPAR mode of operation for the selected devices.
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5. From the Device Configuration window, select either Enabled (NPAR mode, where each port has four 
functions) or Disabled (Single Function (SF) mode, where each port has one function) for the device’s NPAR 
mode.

6. Return to the Broadcom Main Configuration Page to edit the four partitions’ attributes by selecting the NIC 
Partitioning Configuration Menu.
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7. This window gives access to the Global Bandwidth Allocation Menu, the Flow Control settings, and each 
of the four partition’s protocol settings. First select the Global Bandwidth Allocation Menu option.

8. The Global Bandwidth Allocation Menu window controls the Relative Bandwidth Weight and Maximum 
Bandwidth parameters for all four partitions. See “Broadcom Advanced Control Suite 4 (BACS4)” on 
page 23 for more information on how BACS4 can also be used to control these settings.
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The Relative Bandwidth Weight is the value the port gives to that single partition’s send or outgoing traffic 
with respect to any other actively sending partitions on that port when there is more send traffic pending on 
the four partitions than send bandwidth available on that port. It is more than just a minimum bandwidth 
setting. This setting follows these rules:

• The individual configurable value range is 0 to 100.

• The SUM of a single port’s four partitions values MUST be either exactly 100 or exactly 0 (which means all 
four of the partitions are set to 0).

• If one or more of a partition's weight is set to 0, but the sum is 100 (i.e. not all of the partitions are set to 
zero) then that partition's relative bandwidth weight value is effectively 1 with respect to allocation 
calculations.

• Setting all four partition’s values to 0 will give every traffic flow on every partition equal access to the ports 
available bandwidth without regard to which partition they are on unless restricted by the partition's 
Maximum Bandwidth settings.

• If the sum of the relative bandwidth weights is 100 and there is more than one type of traffic flow on a 
specific partition (i.e. iSCSI and L2 Ethernet or FCoE and L2 Ethernet) then the traffic on that specific 
partition will share the bandwidth being allocated as if there was only one traffic flow on that partition.

• The weight applies to all enabled protocols on that partition.

• The Relative Bandwidth Weight is not applicable when in Data Center Bridging (DCB) mode. In DCB mode, 
all traffic flows act as if their Relative Bandwidth Weight is set to all 0s. 

• The NPAR transmit direction traffic flow rates are affected by the three main modes in the following ways:

– In non-DCB mode where the sum of the partition’s Relative Bandwidth Weights equal 100, each 
Partition’s combined traffic flow is equally scheduled to transmit within the limitations of the 
partition’s Relative Bandwidth Weight and Maximum Bandwidth settings and the overall connection’s 
link speed. This means a specific partition's Relative Bandwidth Weight value will restrict the traffic 
flows sharing that partition's bandwidth allocation, as if one combined traffic flow with respect to the 
other actively sending partitions. The partition's send flow rate is based on the ratio of that partition's 
individual weight verses the aggregated weights of all the other actively sending partitions. 
Furthermore, each partition's combined traffic flow will be capped by that partition's Maximum 
Weight setting. See the User Guide's examples for more details. The actual inter-partition ratio of the 
two sharing traffic flows is controlled by the host OS. Think of the dynamic weight ratio as a variable 
sized funnel that could be further restricted by the Maximum Bandwidth fixed sized funnel with the OS 
determining how the sharing traffic types are pouring into the combined funnels.

– In non-DCB mode where the sum of the partition’s Relative Bandwidth Weights equals zeros (i.e., each 
partition's Relative Bandwidth Weight is set to zero), each individual traffic flow (i.e. Ethernet or iSCSI 
Offload or FCoE Offload) is equally scheduled to transmit within the limitations of the partition’s 
Maximum Bandwidth and the overall connection’s link speed. This means if the Maximum Bandwidth 
of a specific partition is set to less than 100%, then the traffic flows sharing that partition will be 
further restricted to where their combined traffic flow bandwidth will be capped by that per partition 
setting. If all four partition's individual Maximum Bandwidths are set to 100% (i.e. they are 
unrestricted), then each actively sending traffic flow (without regard to which partition they are on) 
will equally share the transmit directions total bandwidth (i.e. TX link speed). The actual inter-partition 
ratio of the two sharing traffic flows is controlled by the host OS. Think of the Maximum Bandwidth as 
a fixed sized funnel with the OS determining how the two sharing traffic types are pouring into that 
funnel.

– In DCB mode, all of the Partition’s Relative Bandwidth Weights are disregarded and the individual 
traffic flows are scheduled to transmit within the limitations of the Priority Group’s ETS value 
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(determined by it’s Traffic Type) and each partition’s Maximum Bandwidth setting and the overall 
connections link speed. For example, the FCoE traffic type could be assigned to Priority Group 1 (PG1) 
and all of the other traffic types (iSCSI and Ethernet) could be assigned to another Priority Group (such 
as PG0). Each Priority Group has it's own ETS value (which works similarly to a minimum bandwidth 
setting). DCB Lossless iSCSI (iSCSI-TLV) could be used in place of FCoE for a similar effect where the 
Lossless iSCSI Offloaded traffic would go through it's assigned Priority Group while the Lossy Ethernet 
traffic would go through another. Similarly to the other two rate controlling modes, the host OS 
determines the actual inter-partition traffic ratio for the cases where two traffic types share the same 
partition.

Each partition’s Maximum Bandwidth settings can be changed in the same way and has a range of 1 to 100% 
in increments of 1% of the port’s current Link Speed (at 10 Gbps this would be in ~100 Mbps increments and 
at 1 Gbps this would be in ~10 Mbps increments). This setting limits the most send bandwidth this partition 
will use and will appear as its approximate link speed in various places in the respective operating system even 
though the four partition's are sharing the same overall connection - i.e. the four partitions may advertise in 
the OS that their link speed is 10Gbps each, but they all share the same single 10Gbps connection. Displayed 
values may be rounded off by various applications. The Maximum Bandwidth value is applicable to both DCB 
and non-DCB modes of operation. The Maximum Bandwidth value is applicable to the send (TX) direction only.

The Maximum Bandwidth settings can be used to “oversubscribe” a port. This is done by setting the four 
partitions of that single port to having a total Maximum Bandwidth setting SUM of more than 100% (i.e., 
10000 Mbps or 10 Gbps). That just means the various partitions will attempt to take as much bandwidth as 
allowed (by their specific setting maximum limits and weights) as their individual traffic flow needs change. In 
an oversubscription situation, the 57712-k will ration out free bandwidth based on the weights (sum is 0 verses 
sum is 100) and maximum settings and the mode (DCB verses non-DCB) it is in. The above example shows the 
first port’s four partitions being set to 10+10+80+80 = 180, which means the port is 180% subscribed (18 Gbps) 
or 80% oversubscribed (i.e., 18 Gbps subscribed – 10 Gbps line rate available = 8 Gbps oversubscribed). The 
Maximum Bandwidth setting applies to all protocols enabled on that partition.

Note: A traffic type’s send flow rate will be approximately the ratio of its individual partition’s relative 
bandwidth weight setting divided by the sum of the relative bandwidth weights of all the partitions 
currently actively sending on that port or that partition’s maximum bandwidth setting, whichever is 
lower. In the case where the Relative Bandwidth Weights are all zeros OR in DCB mode, each traffic 
type will have an equal "weight" with respect to one another (see “Examples” on page 56).

Note: DCB mode is supported in Windows and some Linux (RHEL v6.x and SLES11 SP1) OS's on the 
57712-k. VMWare ESX/ESXi 4.1 does not support DCB (which includes both FCoE and DCB Lossless 
iSCSI) on the 57712-k.

Note: A partition’s send Maximum Bandwidth setting does not affect a partition’s receive direction 
traffic bandwidth, so the link speed displayed for the partition is for the send/transmit/outgoing 
direction only. All partitions receive direction maximum bandwidth is always the ports current Link 
Speed and is regulated by the attached switch port just as it is in SF mode when multiple (L2 Ethernet 
and iSCSI Hardware Offload and FCoE Hardware Offload) traffic protocol types are enabled.
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See “Examples” on page 56 for more details on both the Relative Bandwidth Weight and Maximum 
Bandwidth settings affect traffic flow in DCB and non-DCB modes of operation.

1. Return to the previous NIC Partition Configuration window to change any of the four partitions protocol 
settings by selecting the specific partition here.

2. In the specific Partition window, select which protocols it will support and also view the partitions assigned 
Networking MAC address, the Windows used iSCSI MAC address, the FCoE FIP MAC address, the FCoE Node 
WWN, and FCoE Port WWN values. BACS4 can also be used to control these settings.

Protocol selection follows these rules:

• A maximum of two iSCSI or one FCoE and one iSCSI Offload Protocols (HBA) can be enabled over any two 
of the four available partitions of a single port.

• The FCoE Offload Protocol is only available if DCB is also enabled and active on that port (i.e., the 57712-k 
port is connected to a DCB compliant and enabled link partner).

• The iSCSI Offload Protocol can function without DCB but if DCB Lossless iSCSI (iSCSI-TLV) is required, then 
DCB must be enabled and active on that port (i.e., the 57712-k port is connected to a DCB compliant and 
enabled link partner).

• Only one Offload Protocol (either iSCSI or FCoE) can be enabled per single partition in NPAR mode.

• For simplicity, using the first partition of a port for FCoE offload protocol is recommended since the FCoE 
port WWN will be the same for both SF and NPAR mode on the same port. This will make your Fiber 
Channel Forwarder (FCF) switch configuration much simpler.

• For Windows operating systems, you can have the Ethernet Protocol enabled on all, some, or none of the 
four partitions on an individual port simultaneously with any enabled offload protocols. 

• For Linux OSs, the Ethernet protocol will always be enabled (even if disabled in USC).

• For simplicity, we recommend always using the first two partitions of a port for any iSCSI offload protocols.

• For Windows OSs, the Ethernet protocol does not have to be enabled for the iSCSI or FCoE offload 
protocol to be enabled and used on a specific partition.

• For VMWare ESX/ESXi 4.1, in NPAR mode, the host and hosted Virtual Machines (VMs) should only 

Note: When NPAR mode is first enabled or after a reset, the default values for all four partitions is 
Relative Bandwidth Weight = 0 and Maximum Bandwidth = 25.



Configuring NPAR

BROADCOM NPAR Setup Guide 
December 8, 2011  • 2CS57712-SWUM102-R Page 14

®

57712-k Software User Manual

connect to enabled Ethernet protocol adapters.
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Supported Operating Systems
The 57712-k SF and NPAR mode supported operating systems are shown in Table 1.

Note: The drivers may not be in the box.

Table 1:  Protocols Available in Operation Systems Versus SF and NPAR Mode

Operating System

SF Mode NPAR Mode

Ethernet iSCSI Offload FCoE Offload Ethernet iSCSI Offload FCoE Offload

Windows 2008a

a. DCB (DCBX/PFC/ETS) supported.

Yes Yes Yes Yes Yes Yes

Windows 2008 R2a Yes Yes Yes Yes Yes Yes

Windows 2008 R2 
Hyper-Va

Yes Yes Yes Yes Yes Yes

Oracle Solaris 10u9 Yes No No Yes No No

Linuxb

b. DCB (DCBX/PFC/ETS) supported in RHEL v6.x and SLES11 SP1 only.

Yes Yes Yesc

c. FC0E offload supported in RHEL v6.x and SLES11 ASP1 only.

Yes Yes Yesc

VMWare ESX/ESXi 4.0 Yes No No Yes No No

VMWare ESX/ESXi 4.1 Yes Yes No Yes Not certified. No
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Viewing and Configuring the Partitions
• Windows Server 2008 R2

• Red Hat Enterprise Linux

• VMWare ESX/ESXi 4.1

Windows Server 2008 R2

Installing the Latest Dell Drivers

When the 57712-k cNDC is first installed, the iSCSI and FCoE devices may not appear. If the latest Dell driver is 
already present on the system, the 57712-k will be identified and the NDIS personality/protocol will be 
installed. If the latest NetXtreme II drivers are not present on the system, go to the Dell driver download web 
site (http://support.dell.com/support/downloads/ under the specific Dell blade server platform) and install 
the latest NetXtreme II network drivers for your specific installation system.

Figure 2:  Windows Device Manager

To enable the devices to be detected by the operating system, start BACS4 and while in 57712-k SF mode, select 
the port System Device>Configuration>Resource Reservations, check the boxes to enable the applicable iSCSI 
and FCoE Offload Engines protocols and then click Apply. Click Yes when the temporary network connection 
interruption warning displays and wait for the discovered devices to be installed by Windows - no reboot is 
necessary while in SF mode.
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Figure 3:  Broadcom Advanced Control Suite 4

If you are in NPAR mode, go to the 57712-k Adapter>Configuration>Property window and click the + next to 
the NIC Partition to expand the menu. In the expanded menu, if the NIC Partition setting is unchecked 
(Disabled), change it to checked (Enabled) and then set the desired partition's Ethernet/NDIS, iSCSI and FCoE 
protocols. Also set the Relative Bandwidth Weights, Maximum Bandwidth settings and then click Apply. You 
must reboot the system for Windows to discover and install the device drivers.
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Figure 4:  Broadcom Advanced Control Suite Adapter Settings

After the devices are installed, the enabled devices (L2 Ethernet NDIS, FCoE and iSCSI) will be visible in the 
Windows Device Manager and BACS4. The following is the 57712-k's Device Manager's display in SF mode (see 
Figure 5).

Figure 5:  Windows Device Manager
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Viewing the Enabled Devices in Device Manager

Windows shows all of the enabled devices in Device Manager with the respective USC-enabled NPAR protocols. 
The following example shows:

• Eight-enabled Ethernet protocol partitions (four possible per port) as the Broadcom BCM57712 
NetXtreme II 10 GigE (NDIS VBD Client) #50 through #57 in the Network Adapters section.

• Two enabled iSCSI protocol partitions (up to two are possible per port if no FCoE is enabled) as the 
Broadcom BCM57712 NetXtreme II 10 GigE Multifunction iSCSI Adapters #51 and #55 AND two enabled 
FCoE protocol partitions (one possible per port) as the Broadcom BCM57712 NetXtreme II 10 GigE 
Multifunction FCoE Adapters #52 and #56 in the Storage Controllers section

• Eight Broadcom BCM57712 NetXtreme II 10 GigE Multifunction virtual bus devices #50 through #57 in the 
System Devices section. These eight virtual bus system devices are always present and are not controlled 
by what protocol is enabled in USC.
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Right click the specific device and select its Properties to access some of the advanced features of the device. 

This brings up that device’s property window. The following is the BCM57712 iSCSI device showing the HBA and 
connected target session information, send/receive statistics and ping test results.
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The following shows the properties window for the FCoE device showing World Wide IDs, connected Fabric and 
Target information.

The following shows the property window for the NDIS (Ethernet) device:
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The number of currently active Windows TOE connections can be viewed by using the netstat -not" command 
in a DOS window.

Note: In NPAR mode, MS Window's TCP Chimney Offload or TOE functionality can be enabled or 
disabled on a per partition granularity in this Advanced Properties control window and in BACS4's 
NDIS Advanced Properties control window.
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Broadcom Advanced Control Suite 4 (BACS4)

The BACS4 utility provides useful information about each network adapter that is installed in your system, 
including partitioned adapters. BACS4 enables you to perform detailed tests, diagnostics, and analyses, as well 
as allows you to view and modify various property values and view traffic statistics for each adapter, including 
other vendor devices.

BACS4 allows the enabling and configuring of both ports NPAR flow control/protocols/Relative Bandwidth 
Weights/Maximum Bandwidth settings.

The following figure shows the per partition NPAR settings (see Figure 6). This is where BACS4 can enable or 
disable NPAR mode. This is also where BACS4 controls the NPAR per port IEEE 802.3x Link-Level Flow Control 
settings (used when DCB's PFC is disabled), enabled protocols (Ethernet or iSCSI or FCoE), the Relative 
Bandwidth Weight values, and the Maximum Bandwidth values per partition.

Figure 6:  BACS4 NPAR Settings
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BACS4 displays the per partition Virtual Bus Device (VBD) information.

The following shows the per partition FCoE device information.
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The following shows the configuration of FcoE device settings.

The following shows the per partition FCoE device statistics.
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The following shows the per partition FCoE device connection information.

The following shows the per partition per FCoE target information.
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The following shows the per port DCB protocol information 

BACS4 allows per port enabling and configuring of the DCB protocol default and initially advertised settings and 
port "willingness" to change to the received DCBx values as shown below.
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The following shows the per port DCB protocol statistics.

The following shows the per partition iSCSI device information.
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The per partition iSCSI Offload device's VLAN, MTU and IP address (IPv4 and IPv6) settings are configured in 
BACS4 as shown below.

The following shows the per partition iSCSI device traffic statistics.
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The following shows the per partition iSCSI device per Portal traffic statistics.

The following shows the per partition iSCSI device per Portal per target information.
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The following shows the per device/partition's current offload licenses.

An iSCSI Discovery and Management Wizard is also included with BACS4. This can be used to connect and 
manage the iSCSI hardware offload enabled initiator devices to various iSCSI targets as shown below.

Microsoft Windows Network Connections

These devices can be used by any application, as if they were a separate adapter port. They appear as separate 
Ethernet devices in Network Connections from the Windows Control Panel. The following shows eight USC-
enabled Ethernet Protocol partitions as eight separate Ethernet network connections and these are arranged 
in port order (0 and 1) and partition order (1 through 4).
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Each of these network connection devices can be accessed, individually, as if they where separate adapters. 
The connection status shows the USC Maximum Bandwidth setting as the Speed of the connection.



Configuring NPAR

BROADCOM NPAR Setup Guide 
December 8, 2011  • 2CS57712-SWUM102-R Page 33

®

57712-k Software User Manual

The previous Link Speeds are the result of the following USC Maximum Bandwidth settings, and show its 
100 Mbps (1%) configurable granularity.
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Device PCIe Bus Location

The PCIe interface Location, Bus, and Device position numbers are the same for both ports and all eight of the 
partitions on those ports. The only PCIe interface location values that are different are the Function numbers. 
In non-partitioned Single Function (SF) mode, you would only have functions 0 and 1. In partitioned (NPAR) 
mode, you have functions 0 through 7, with functions 0-2-4-6 existing on the first port and functions 1-3-5-7 
existing on the second port. The actual numbering position an adapter is assigned by Windows is not entirely 
related to the PCIe interface numbering and is more related to what open location position numbers are 
available in the registry when the adapters get enumerated. Therefore, port 0 partition 1 may not always 
occupy the first position in the Windows Device Manager’s Network Adapters or Storage Controllers or System 
Devices sections.

1.1.1.1

2.2.2.1

00:10:18:88:E7:A8

00:10:18:88:E7:AC

3.3.3.1

4.4.4.1

00:10:18:88:E7:B0

00:10:18:88:E7:B4

5.5.5.1

6.6.6.1

7.7.7.1

8.8.8.1

00:10:18:88:E7:AA

00:10:18:88:E7:AE

00:10:18:88:E7:B6

00:10:18:88:E7:B2

Port 0 
Partition 1

Port 0 
Partition 2

Port 0 
Partition 3

Port 0 
Partition 4

Port 1 
Partition 1

Port 1 
Partition 2

Port 1 
Partition 4

Port 1 
Partition 3

Dell
Unified Server 
Configurator

Ethernet MAC 
Address

Example
IP Address

X / Y / Z / 0

X / Y / Z / 2

X / Y / Z / 4

X / Y / Z / 6

X / Y / Z / 1

X / Y / Z / 3

X / Y / Z / 7

X / Y / Z / 5

PCIe 
Location / Bus / Device / Function

The first three are the same for both ports
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The partition’s MAC addresses interleave the two ports, as do the function numbers (see Table 2).

One way to locate PCIe information is to open the individual Network Connection’s Properties.

Table 2:  Port, Function, MAC Address Example

Port 0, Partition 1 Function 0 = MAC address...:A8

Port 0, Partition 2 Function 2 = MAC address...:AC

Port 0, Partition 3 Function 4 = MAC address...:B0

Port 0, Partition 4 Function 6 = MAC address...:B4

Port 1, Partition 1 Function 1 = MAC address...:AA

Port 1, Partition 2 Function 3 = MAC address...:AE

Port 1, Partition 3 Function 5 = MAC address...:B2

Port 1, Partition 4 Function 7 = MAC address...:B6
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In the Properties window, select the device Configure button.

In the NDIS client device properties, you will find that connection’s PCIe bus, device, function location 
information. For partitioned adapters, locate the function number that provides the partition that this 
connection is connected. The same can be done with Device Manager, especially for iSCSI Storage devices. All 
of the enabled devices on the same partition have identical PCIe interface location information, with only the 
function number varying. The following shows the eight Ethernet-partitioned adapter’s PCIe device location 
information.

Notice the Windows enumerated device numbering (#) values do not follow the PCIe bus function numbering, 
nor the port to partition numbering.
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Red Hat Enterprise Linux
Linux shows the respective device protocols that were enabled in USC if the NetXtreme II device drivers are 
installed. Go to the Dell Driver Download web site for the latest Linux device drivers and insure they are 
installed on your system. In Linux, the Ethernet Protocol is always enabled on all eight partitions, and iSCSI 
Offload (HBA) Protocol was enabled on the first two partitions of each port.

The following shows the RHEL Network Configuration page with the eight enabled Ethernet protocol partitions 
(always four per port) as the Broadcom 57712-k NetXtreme II 10 GigE Ethernet devices Eth2 through Eth9 (in 
this example). Linux enumerates the partitions in order of the PCI function numbers, which is slightly different 
from Windows where port 0 has functions/partitions 0/2/4/6 (which are eth 2/4/6/8) and port 1 has functions/
partitions 1/3/5/7 (which are eth 3/5/7/9).
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Linux’s ifconfig command shows the partition’s eight Ethernet protocol devices and various statistics.
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Check the Linux system message logs to see if the iSCSI HBAs on the first two partitions of each port (Port 
0, Partition 1 = eth2; Port 0, Partition 2 = eth4; Port 1, Partition 1 = eth3; and Port 1 Partition 2 = eth5) are 
available.
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For iSCSI, also check the iscsi_host folder to see if your iSCSI devices are present.

[root@localhost]# cd /sys/class/iscsi_host/

[root@localhost iscsi_host]# pwd 

/sys/class/iscsi_host 

[root@localhost iscsi_host]# ll 

total 0

lrwxrwxrwx 1 root root 0 Jun 29 11:15 host3 -> ../../devices/pci0000:00/0000:00:09.0/0000:07:00.1/
host3/iscsi_host/host3

lrwxrwxrwx 1 root root 0 Jun 29 11:15 host4 -> ../../devices/pci0000:00/0000:00:09.0/0000:07:00.0/
host4/iscsi_host/host4

Each installed iSCSI device will appear here. The iSCSI devices uses the bnx2i driver which can be checked for 
with the lsmod | grep bnx2 command.

Additionally, check the fc_host folder to see if your FCoE devices are present.

[root@localhost]# cd /sys/class/fc_host/

[root@localhost fc_host]# pwd 

/sys/class/fc_host 

[root@localhost fc_host]# ll 

total 0

lrwxrwxrwx 1 root root 0 Jun 29 11:11 host8 -> ../../devices/pci0000:00/0000:00:07.0/0000:05:00.0/
host5/fc_host/host5

lrwxrwxrwx 1 root root 0 Jun 29 11:11 host8 -> ../../devices/pci0000:00/0000:00:07.0/0000:06:00.0/
host6/fc_host/host6

Each installed FCoE device will appear here. FCoE uses the bnx2fc driver which can be checked for with the 
lsmod | grep bnx2 command.

Another useful command is sg_map –i –x which will show all SCSI LUN devices visible to the host.

For Fiber Channel, another useful application is FCInfo that is part of the Broadcom Linux driver release utilities 
and displays the FCoE HBA port information.
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VMWare ESX/ESXi 4.1
VMWare ESX/ESXi 4.1 shows the respective device protocols that were enabled in USC if the NetXtreme II 
device drivers are installed. Go to the Dell Driver Download web site (http://support/del.com) for the latest 
device Firmware - if not already installed. Go to the VMWare web site (http://downloads.vmware.com) for the 
latest device drivers and insure they are installed on your system. In VMWare, the Ethernet Protocol is always 
enabled on all eight partitions. VMWare ESX/ESXi 4.1 does not support the iSCSI Offload Protocol in NPAR 
mode. VMWare ESX/ESXi 4.1 does not support the FCoE Offload Protocol in SF or NPAR modes.

The following shows the vSphere Network Adapters Configuration page with the eight enabled Ethernet 
protocol partitions (always four per port) as the Broadcom Corporation NetXtreme II BCM57712 10 Gigabit 
Ethernet MultiFunction devices vmnic6 through vmnic13 (in this example). VMWare enumerates the partitions 
in the order of the PCI function numbers where port 0 has functions 0/2/4/6 (which are vmnics 6/8/10/12) and 
port 1 has functions 1/3/5/7 (which are vmnics 7/9/11/13).

Note: VMWare ESX/ESXi 4.1 only supports four 10 GbE ports. Using NPAR mode allows you to expand 
the number of ports usable from 4 physical ports to 16 virtual ports. This allows better port flexibility, 
traffic isolation, service quality, and bandwidth tuning for your management/backup/migration/
production networks.
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These Ethernet Protocol adapters in each partition are configurable like a normal port adapter in vSphere's 
Networking Configuration pages as shown below.
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VMWare's vSphere 4.1 (or vCenter) can be used to view a selected VM's Networking performance in the 
specific Host's Performance sub-tab selecting. In the first example, the first port's four partitions (on VMNIC6/
8/10/12) are set to 0% Relative Bandwidth Weight and 100% Maximum Bandwidth each and the second port's 
partitions (on VMNIC7/9/11/13) are similarly set to 0% Relative Bandwidth Weight but the Maximum 
Bandwidth values are set to 10%/20%/30%/40% respectively which results in VMNIC7's link speed (for the 
transmit direction only) indicating 1000 Mbps, VMNIC9's link speed indicating 2000 Mbps, VMNIC11's link 
speed indicating 3000 Mbps and finally VMNIC13's link speed indicating 4000 Mbps. This is indicated in the 
vSphere Host's Configuration - Network Adapter page.

The first port's network performance indicated in the vSphere Host's Performance page shows each individual 
VM's send traffic rate, when none to all four are sending, sharing the available bandwidth between each other.

The second port's network performance indicates each VM is limited to it's specific top end setting (Maximum 
Bandwidth) and does not expand into the unused area.
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Setting MTU Sizes
• Setting MTU Sizes in Windows

• Setting MTU Sizes in Linux

• Setting MTU Sizes in VMWare ESX/ESXi 4.1

Setting MTU Sizes in Windows
The MTU size for each individual Ethernet protocol-enabled partition can be independently set from Normal 
(1500 bytes) up to Jumbo (9600 bytes) in several places in Windows.

One place to set the Ethernet protocol-enabled partition’s adapter MTU size is in the Window’s Networking 
Adapter - Advanced Properties - Jumbo Packet properties.

Note: In all cases, the connecting switch port that a 57712-k NPAR port is connected to must have the 
switch's MTU size set to the largest MTU size of those four partitions of the port if the user wants to 
support all four partitions MTU size settings. Additionally, the remaining network that the traffic 
flows though must also support the desired MTU sizes for that sized frames to be used without being 
dropped/truncated/fragmented by the network.
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Another place to set the MTU size is in the BACS4 NDIS device Configurations page.
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The MTU size for each individual iSCSI Offload (HBA) protocol-enabled partition can be independently set from 
Normal (1500 bytes) up to Jumbo (9600 bytes) in the BACS4 iSCSI Management Configuration page.

The FCoE device MTU frame size is fixed at 2500 bytes and is not adjustable but is viewable in the FCoE device 
Information page.

In Windows, each individual partition’s Ethernet and iSCSI protocol-enabled adapter MTU size setting can be 
different. For example: 

• Port 0, partition 1 Ethernet can be set to 9600 bytes.

• Port 0, partition 1 iSCSI Offload HBA can be set to 2500 bytes.

• Port 0, partition 2 Ethernet can be set to 1500 bytes.

• Port 0, partition 2 iSCSI Offload HBA can be set to 9600 bytes.

• Port 0, partition 3 Ethernet can be set to 3500 bytes.

• Port 0, partition 4 Ethernet can be set to 5500 bytes.
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In Windows, use the ping command with the "-f" option to set the Don't Fragment (DF) flag AND the "-l size" 
option (small l) to verify that Jumbo Frame support is configured throughout the desired network path - i.e. 
"ping -f -l 8972 A.B.C.D". The unfragmentable ping packet size is the desired MTU size to be checked (9000 
bytes) minus the automatically added overhead (28 bytes) or 8972 bytes.

C:\> ping –f -l 8972 192.168.20.10

Pinging 192.168.20.10 from 192.168.20.50 with 8972 bytes of data: 

Reply from 192.168.20.10: bytes=8972 time<1ms TTL=64

Reply from 192.168.20.10: bytes=8972 time<1ms TTL=64

Reply from 192.168.20.10: bytes=8972 time<1ms TTL=64

Reply from 192.168.20.10: bytes=8972 time<1ms TTL=64

Ping statistics for 192.168.20.10:

Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),

Approximate round trip times in milli-seconds:

Minimum = 0ms, Maximum = 0ms, Average = 0ms

If it does not work, you might see the following reply (if there is connectivity – try 1472 byte standard frames 
to see if the non-jumbo frame size is passing through):

C:\> ping –f -l 8972 192.168.20.10

Pinging 192.168.20.10 from 192.168.20.50 with 8972 bytes of data: 

Packet needs to be fragmented but DF set.

Packet needs to be fragmented but DF set.

Packet needs to be fragmented but DF set.

Packet needs to be fragmented but DF set.

Ping statistics for 192.168.20.10:

Packets: Sent = 4, Received = 0, Lost = 4 (100% loss)

Setting MTU Sizes in Linux
In Linux, the MTU size for each individual Ethernet protocol-enabled partition can be independently set from 
Normal (1500 bytes) up to Jumbo (9600 bytes).

Both the Ethernet protocol and iSCSI Offload (HBA) enabled partition’s adapter MTU size is adjusted at the 
same time using the ifconfig command.

ifconfig eth3 mtu NNNN up

From above, eth3 is the port identification of the specific 57712-k partition to adjust the MTU size. The NNNN is 
the new size of the MTU for that partition, and can be set from 1500 to 9600 bytes.

The following shows all eight partitions being set to different MTU values.
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Additionally, the Ethernet and iSCSI protocol-enabled adapter MTU sizes can be simultaneously adjusted in the 
Ethernet Devices window from the Network Configuration GUI (if available in the desired version of Linux).
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In Linux, use the ping command with the "-s size" option to verify that Jumbo Frame support is configured 
throughout the desired network path - i.e. "ping -s 8972 A.B.C.D". The Don’t Fragment (a.k.a. DF) flag is 
AUTOMATICALLY set in Linux. The unfragmentable ping packet size is the desired MTU size to be checked (9000 
bytes) minus the automatically added overhead (28 bytes) or 8972 bytes. Note that the ping will return the 
send size plus the 8 bytes of the ICMP header. The "-c" switch sets the number of times this ping command is 
sent. You can also use the optional source interface (Capital I) command “-I a.b.c.d” or “-I devName” if you have 
multiple adapters that are connected to the same target IP address and you want to check a specific interface.

[root@server]# ping -c 3 -s 8972 192.168.20.10 

PING 192.168.20.10 (192.168.20.10) from 192.168.20.200:8972(9000) bytes of data. 

8980 bytes from 192.168.20.10 (192.168.20.10): icmp_seq=0 ttl=255 time=0.185 ms 

8980 bytes from 192.168.20.10 (192.168.20.10): icmp_seq=1 ttl=255 time=0.177 ms

Note: In Linux, both the Ethernet and iSCSI Offload HBA MTU sizes are changed simultaneously and 
will have the same value. In other words, setting eth2 to MTU size of 9600 bytes using the ifconfig 
eth2 mtu 9600 up sets this example’s Port 0, Partition 1 Ethernet adapter to MTU = 9600 bytes and 
the Port 0, Partition 1 iSCSI Offload HBA adapter to MTU = 9600 bytes.

Note: Each partition’s MTU size setting can be different. Using the above protocol-enabled partition 
example: 

• Port 0, Partition 1 Ethernet and iSCSI Offload HBA can be set to 9600 bytes.

• Port 0, Partition 2 Ethernet and iSCSI Offload HBA can be set to 5500 bytes.

• Port 0, Partition 3 Ethernet can be set to 1500 bytes.

• Port 0, Partition 4 Ethernet can be set to 9000 bytes.
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8980 bytes from 192.168.20.10 (192.168.20.10): icmp_seq=2 ttl=255 time=0.180 ms

--- 192.168.20.10 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet lost, time 3043ms

rtt min/ave/max/mdev = 0.177/0.181/0.185/0.005 ms

If it does not work, you will see:

[root@server]# ping -c 3 -s 8972 192.168.20.10 

PING 192.168.20.10 (192.168.20.10) from 192.168.20.200:8972(9000) bytes of data. 

--- 192.168.20.10 ping statistics ---

3 packets transmitted, 0 packets received, 100% packet lost, time 3010ms

Setting MTU Sizes in VMWare ESX/ESXi 4.1
In VMWare ESX/ESXi 4.1, the MTU size for each individual Ethernet protocol-enabled partition can be 
independently set from Normal (1500 bytes) up to Jumbo (9600 bytes). This MTU size change will affect both 
regular L2 Ethernet and iSCSI software non-offload pathway generated traffic. Unlike other Linux OS's, you can 
not directly adjust the MTU size using the "ifconfig" command. Instead you must use various ESX 4.1 "esxcfg" 
commands.

The Ethernet protocol enabled partition's adapter MTU size is adjusted using SSH command line, for example:

List all current vSwitch's information using the esxcfg-vswitch -l command.

Modify a specific vSwitch's MTU size with the following command - this modifies vSwitch1 (which is in port 
group VMK_I_1) to 9000 bytes:

esxcfg-vswitch -m 9000 vSwitch1

The following command will list all of the current VMKernel NIC settings:

esxcfg-vmknic -l
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Modify the VMKernel NIC's MTU size using the following command. This modifies vmnic1 (which is in port 
group VMK_I_1) to 9000 bytes:

esxcfg-vmknic -m 9000 VMK_I_1

Finally, don't forget to set the associated VM's virtual adapter setting as desired. In a Windows Server 2008 R2 
VM, the Network Connection Advanced Properties Jumbo Packet setting would be either 9014 Bytes or 
DISABLED for standard size 1500 Bytes if the Virtual Adapter is the default E1000.

If you are using the VMXNET3 Virtual Adapter, then change it's Advanced Properties Jumbo Packets setting to 
Jumbo 9000.

Note: VMWare ESX uses the term vmnic# instead of the typical Linux term eth# in the command line.
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In a RHEL VM, the virtual adapter MTU sizes can be adjusted in the Ethernet Devices window from the Network 
Configuration GUI (or command line using the ifconfig ethX mtu NNNN up command).

In Linux, use the following ping command to verify that Jumbo Frame support is configured throughout the 
desired network path:
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[root@sieora1 network-scripts]# ping -d -c 3 -I eth1 -s 8972 192.168.20.10 

PING 192.168.20.10 (192.168.20.10) from 192.168.20.101 eth1:8972(9000) bytes of data. 

8980 bytes from 192.168.20.10: icmp_seq=1 ttl=255 time=0.185 ms 

8980 bytes from 192.168.20.10: icmp_seq=2 ttl=255 time=0.177 ms 

8980 bytes from 192.168.20.10: icmp_seq=2 ttl=255 time=0.180 ms

--- 192.168.20.10 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet lost

round-trip min/ave/max = 0.177/0.181/0.185ms

If it does not work you will see a failure message:

[root@esx41]# ping –d –c 3 -I eth1 -s 8972 192.168.20.10 

PING 192.168.20.10 (192.168.20.10) from 192.168.20.101 eth1:8972(9000) bytes of data. 

sendto () failed (Message too long) 

sendto () failed (Message too long) 

sendto () failed (Message too long) 

--- 192.168.20.10 ping statistics ---

3 packets transmitted, 0 packets received, 100% packet lost

You should also check if the desired VMs can send Jumbo Frames all the way to their various end points using 
the applicable OS ping commands described earlier in this document. 

Examples
• Equal Oversubscription Example

• Partitioned Oversubscription Example

• Weighted Oversubscription Example

• Oversubscription With One High Priority Partition Example

• Default Fixed Subscription Example

• Mixed Fixed Subscription and Oversubscription Example

• Mixed Weights and Subscriptions Example

Note: The odd numbering for the pink packet size (-s NNNN), which is the desired MTU size of 9000 
bytes minus the 28 bytes of automatically added OVERHEAD, but the outputted displayed size is plus 
8 bytes which are the included ICMP header data bytes. The Don’t Fragment (a.k.a. DF) flag (-d) must 
also be set, else the packet could be fragmented somewhere along the way and you would not know 
it. The optional count (-c) is the number of times you will send this ping. You don’t have to use the 
optional source interface command “-I a.b.c.d” or “-I devName” unless you have multiple adapters 
that lead to the same target IP address and you want to check a specific one. You can also use the ESX 
“vmkping” command.
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Equal Oversubscription Example
The following is an example of oversubscribed bandwidth sharing in non-DCB mode. All traffic types over the 
four partitions of the port have an equal weight (i.e., they are all set to 0%) and can individually use the 
maximum bandwidth of the connection (i.e., 10 Gbps, in this case). In addition to the Ethernet Protocol's being 
enabled on all four partitions, the iSCSI Offload protocol is enabled on partition 1 and 4. The iSCSI Offload 
Protocol can be enabled in any two partitions. When all of the partitions have zero relative bandwidth weights, 
each traffic flow will act as if in it's own separate partition, each taking an equal share of the available 
bandwidth up to that partitions maximum bandwidth (which is 100% in this example so does not further limit 
any of the traffic flows).

FCoE Offload is not available in non-DCB mode so two iSCSI Offload protocols are used here.

The following plot shows how all of the partitions would share a ports available send bandwidth. Each traffic 
type flow (such as P1i and P1e) is expanded in to its own bandwidth trace for ease of understanding. The send 
traffic flows are independent in each partition and the individual traffic type flow rate is balanced with each of 
the other traffic type flow rates when traffic demands exceed the available bandwidth

• Starting at t0, the first partition's iSCSI Offload traffic flow (P1i) initially takes ~100% of the available port's 

Note: All bandwidths given in these examples are approximations. Protocol overhead, application 
send-rate variances, and other system limitations may give different bandwidth values, but the ratio 
relationship between the send bandwidths of the four partitions on the same port should be similar 
to the ones given.

Depending upon OS requirements, the traffic types for each partition could be L2 Ethernet or iSCSI 
Offload or FCoE Offload where L2 Ethernet can be on any of the four partitions, AND up to two iSCSI 
Offload can be on any two of the four partitions OR one FCoE Offload can be on any one of the four 
partitions plus one iSCSI Offload can be on any one of the remaining three partitions. The partitions 
data flows on Windows can be a combination of L2 Ethernet traffic (with or without TOE) and/or HBA 
traffic (iSCSI OR FCoE). For Linux RHEL v5.x, the L2 Ethernet protocol is always enabled and up to two 
iSCSI Offloads can be enabled (but no FCoE Offload). For Linux RHEL v6.x and SLES 11 SP1 the L2 
Ethernet protocol is always enabled and up to two iSCSI Offloads or one FCoE Offload and one iSCSI 
Offload can be enabled. For Solaris 10u9 and VMWare ESX/ESXi 4.1 only the L2 Ethernet protocol is 
available for the partitions.

Table 3:  Non-DCB Equal Oversubscription

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1i) 0 100 iSCSI Offload Green

Port 0, Partition 1 (P1e) 0 100 Ethernet Brown

Port 0, Partition 2 (P2e) 0 100 Ethernet with 
TOE

Purple

Port 0, Partition 3 (P3e) 0 100 Ethernet Yellow

Port 0, Partition 3 (P4e) 0 100 Ethernet with 
TOE

Blue

Port 0, Partition 4 (P4i) 0 100 iSCSI Offload Red
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TX send bandwidth when an iSCSI test application is flooding that port by itself.

• When P1's L2 Ethernet (P1e) starts to send at t1, both stabilize to half of the bandwidth or ~5 Gbps each 
even thought they are in the same partition, they share the total available bandwidth.

• When P2e starts to send at t2, all three traffic flows (P1i, P1e and P2e) will stabilize to 1/3rd of the 
bandwidth or ~3.3 Gbps each (they all equally share the available bandwidth).

• When P3e starts to send at t3, all four traffic flows (P1i, P1e, P2e and P3e) will stabilize to 1/4th of the 
bandwidth or ~2.5 Gbps each (effectively sharing the available bandwidth).

• When P4e starts to send at t4, all five traffic flows (P1i, P1e, P2e, P3e and P4e) will stabilize to 1/5th of the 
bandwidth or ~2 Gbps each (again equally sharing the available bandwidth).

• When P4i starts to send at t5, all six traffic flows (P1i, P1e, P2e, P3e, P4e and P4i) will stabilize to 1/6th of 
the bandwidth or ~1.65 Gbps each (all sharing the available bandwidth).

• When P1i stops sending at t6, the five currently active traffic flows (P1e, P2e, P3e, P4e and P4i) will 
readjust to ~2 Gbps each (equally absorbing the freed up bandwidth).

• As a previously sending traffic flow stops sending (t7, t8, t9 and t10) the remaining active flows will 
readjust to equally fill any available bandwidth.

• Notice the symmetry of the BW allocation. No matter which traffic type is currently running, each will get 
an equal share with respect to the other currently transmitting traffic type flows. This assumes the 
application creating the transmitted traffic type flow can fill the allocated amount of BW it is given - if not, 
the other traffic flows will equally absorb the unused BW. 
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The following two examples are of oversubscribed bandwidth sharing with DCB enabled. The first example is 
similar to the above non-DCB example with four Ethernet and two iSCSI Offload protocols enabled with the 
same two traffic types in six distinct "flows" with the partitions similarly configured. The main differences here 
is the iSCSI traffic type is assigned to DCB Priority Group 2 and is Lossless (i.e. iSCSI-TLV) with an ETS setting of 
50%; while the L2 Ethernet traffic type is still assigned to Priority Group 0 and is Lossy with an ETS setting of 
50%. If the iSCSI Offload protocol traffic flows had been assigned to the same PG as the Ethernet protocol traffic 
flows, then the traffic BW would have looked very similar to the previous Non-DCB example since ETS would 
never be activated for traffic flows belonging to the same PG.

The following plot shows how the two iSCSI traffic streams in PG2 act verses the L2 Ethernet traffic streams in 
PG0. The traffic in the two PGs will almost act independently of each other when their aggregated traffic 
bandwidth demands exceed the available bandwidth - each taking it's half of the ETS managed pie.

• Starting at t0, only P1i (iSCSI Offload) is sending, so it takes ~100% or all of the 10 Gbps bandwidth.

• When P1e (L2 Ethernet) starts to send at t1, both flows stabilize to ~5 Gbps each (P1i in PG2 takes it's 
allocated 50% bandwidth and P1e in PG0 takes it's allocated bandwidth of 50%).

• When P2e starts to send at t2, the traffic in P1i is not affected - it remains at ~5 Gbps due to it being in a 
different Priority Group. Both P1e and P2e will stabilize to ~2.5 Gbps each (P1e and P2e equally share 
PG0's allocated portion of the bandwidth).

• When P3e starts to send at t3, P1i is still unaffected and remains at ~5 Gbps. The three L2 Ethernet traffic 
types will split their 50% of PG0's share between themselves, which is ~1.65 Gbps (each takes 1/3rd of ~5 
Gbps).

• When P4e starts to send at t4, the four Ethernet traffic flows take 1/4th of PG0's bandwidth (~1.25 Gbps 
each) while P1i is still unaffected and remains at ~5 Gbps.

• When P4i starts to send at t5, the four Ethernet traffic flows remain the same but the two iSCSI traffic 
flows split PG2's allocated bandwidth (~2.5 Gbps each).

• Then when P1i stops sending at t6, the traffic flows in PG0 are unaffected while P4i's share increases to all 
of PG2's allocated bandwidth of ~5 Gbps.

• As each of the traffic flows stops sending in PG0, the traffic flows of the remaining member's of PG0 
equally increase their respective shares to automatically occupy all of the available bandwidth remain in 
PG0 until all of PG0's Ethernet flows stop. At t7, there are three active PG0 flows (P2e, P3e and P4e) so 
each gets 1/3rd of PG0's 5 Gbps or ~1.65 Gbps. At t8, there are two active PG0 flows (P3e and P4e) so each 
gets ½ of PG0's 5 Gbps or ~2.5 Gbps. At t9, there is only one active PG0 flow (P4e) so it gets all of PG0's 
bandwidth or ~5 Gbps. Through all of this, the Lossless iSCSI flow of P4i remains at 5 Gbps since it takes all 

Table 4:  DCB Equal Oversubscription

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1i) N/A 100 iSCSI Offload Green

Port 0, Partition 1 (P1e) N/A 100 Ethernet Brown

Port 0, Partition 2 (P2e) N/A 100 Ethernet with 
TOE

Purple

Port 0, Partition 3 (P3e) N/A 100 Ethernet Yellow

Port 0, Partition 4 (P4e) N/A 100 Ethernet Blue

Port 0, Partition 4 (P4i) N/A 100 iSCSI Offload Blue
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of PG2's portion of the overall bandwidth (ETS of 50%). Finally, at t10, there is only one active flow after 
P4e stops sending so at this point P4i gets 100% of all the bandwidth or ~10 Gbps.
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This second DCB example of oversubscribed bandwidth sharing replaces one of the iSCSI Offloads with an FCoE 
Offload protocol. This gives a total of three distinct traffic types in six "flows" with similar partition settings. The 
other difference is that the FCoE traffic type is assigned to DCB Priority Group 1 and is Lossless with an ETS 
setting of 50%; while the L2 Ethernet and iSCSI Hardware Offload traffic types are both now in Priority Group 
0 and are both Lossy with an ETS setting of 50%.

The following plot shows how the first partition's FCoE traffic PG1 acts verses the other traffic types in PG0. Just 
like the previous example, the traffic in the two PGs will almost act independently of each other when their 
aggregated traffic bandwidth demands exceed the available bandwidth.

• Starting at t0, only P1f (FCoE Offload) is sending, so it takes ~100% or all of the 10 Gbps bandwidth.

• When P1e (L2 Ethernet) starts to send at t1, both flows stabilize to ~5 Gbps each (P1f in PG1 takes 50% 
and P1e in PG0 takes the other 50%).

• When P2e starts to send at t2, the traffic in P1f is not affected - it remains at ~5 Gbps due to it being in a 
different PG. Both P1e and P2e will stabilize to ~2.5 Gbps each (P1e and P2e equally share PG0's portion of 
the bandwidth - so they each get ~2.5 Gbps (ETS of 50% * total 10G BW * 1 / 2).

• When P3e starts to send at t3, P1f is still unaffected and remains at ~5 Gbps. The three L2 Ethernet traffic 
types will split their 50% of PG0's share between themselves which is ~1.65 Gbps (each takes 1/3rd of 5G).

• When P4e starts to send at t4, the four Ethernet traffic flows take 1/4th of PG0's bandwidth (~1.25 Gbps 
each) while P1f is still unaffected and remains at 5 Gbps.

• When P4i starts to send at t5, the four Ethernet traffic flows plus the new iSCSI traffic flow take 1/5th of 
PG0's bandwidth (~1 Gbps each) while P1f is still unaffected and remains at 5 Gbps.

• Then when P1f stops sending at t6, the five traffic flows in PG0 now take all of the ports bandwidth, so 
now their 1/5th of PG0's bandwidth doubles to ~2 Gbps each - the available bandwidth went from 5 Gbps 
to 10 Gbps.

• As each traffic flow stops sending in PG0, the remaining member traffic flows equally increase their 
respective shares to automatically occupy all of the available bandwidth. At t7, there are four active PG0 
flows so each gets 1/4th or ~2.5 Gbps. At t8, there are three active PG0 flows so each gets 1/3rd or ~3.3 
Gbps. At t9, there are two active PG0 flows so each gets half or ~5 Gbps. Finally, at t10, there is only one 
active PG0 flow (P4i) so it gets 100% or ~10 Gbps.

• Any of the traffic flows will take 100% of the available bandwidth if it is the only sending traffic flow.

Table 5:  DCB Equal Oversubscription with one Lossless FCoE Offload

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1f) N/A 100 FCoE Offload Green

Port 0, Partition 1 (P1e) N/A 100 Ethernet with 
TOE

Brown

Port 0, Partition 2 (P2e) N/A 100 Ethernet Purple

Port 0, Partition 3 (P3e) N/A 100 Ethernet Yellow

Port 0, Partition 4 (P4e) N/A 100 Ethernet with 
TOE

Blue

Port 0, Partition 4 (P4i) N/A 100 iSCSI Offload Red
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Partitioned Oversubscription Example
The following is an example of oversubscribed bandwidth sharing in non-DCB mode where all four partitions 
of the port have their weight set to 25% and can individually use the maximum bandwidth of the connection 
(i.e., 10 Gbps, in this case). In addition to the Ethernet Protocol's being enabled on all four partitions, the iSCSI 
Offload protocol is enabled on Partition 1 and 4. By setting the partition's relative bandwidth weights to 25%, 
each partition's traffic flows (i.e. P1's iSCSI (P1i) + L2 Ethernet (P1e) and P4's iSCSI (P4i) + L2 Ethernet (P4e)) will 
be contained in their respective partition while each partition over all takes an equal share of the available 
bandwidth. The traffic flows within that partition can only expand into that partition's allocated by weight 
portion.

There would be no difference between the previous examples and this example with DCB enabled since it 
essentially sets the Relative Bandwidth Weight values to all ZEROs and the PG's ETS would come into play.

The following plot shows how each traffic type flow must remain within a partition's share of a ports available 
send bandwidth - i.e. if there are two different traffic type flows (such as P1i and P1e) in a single partition, they 
are combined, as if one flow, for determining the amount of bandwidth allocated to them.

• Starting at t0, the first partition's iSCSI Offload traffic flow (P1i) initially takes ~100% of the available port's 
TX send bandwidth when an iSCSI test application is flooding that port by itself.

• When P1's L2 Ethernet (P1e) starts to send at t1, both stabilize to ~5 Gbps each even thought they are in 
the same partition, they share the total available bandwidth. This is because no other partition's traffic 
flow is sending.

• When P2e starts to send at t2, the traffic flows in P1 (P1i and P1e) will reduce to ~2.5 Gbps each while the 
P2 traffic flow (P2e) will take ~5 Gbps. This is because the bandwidth is initially split by partition and then 
traffic flows within each individual partition.

• When P3e starts to send at t3, the two traffic flows in P1 (P1i and P1e) are further reduced to ~1.65 Gbps 
(half of the partition's 1/3rd allocation going to the three active partitions) while P2e and P3e each 
stabilize at ~3.3 Gbps.

• When P4e starts to send at t4, the three single partition traffic flows (P2e, P3e and P4e) will stabilize to 1/
4th of 10 Gbps or ~2.5 Gbps each while the P1 partition shares it allocated bandwidth between it's two 
users (P1i and P1e) so each gets half of the allocated 1/4th of 10 Gbps or 1/8th which is ~1.25 Gbps.

• When P4i starts to send at t5, the two single traffic flows (P2e and P3e) will remain at ~2.5 Gbps each, as 
well as the P1 partition's traffic flows (P1i and P1e) each still getting ~1.25 Gbps while P4's allocated 

Table 6:  Non-DCB Partitioned Oversubscription

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1i) 25 100 iSCSI Offload Green

Port 0, Partition 1 (P1e) 25 100 Ethernet Brown

Port 0, Partition 2 (P2e) 25 100 Ethernet with 
TOE

Purple

Port 0, Partition 3 (P3e) 25 100 Ethernet Yellow

Port 0, Partition 3 (P4e) 25 100 Ethernet with 
TOE

Blue

Port 0, Partition 4 (P4i) 25 100 iSCSI Offload Red
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bandwidth will now be split into two traffic flows (P4e and P4i) which means each get ~1.25 Gbps.

• When P1i stops sending at t6, the only partition P1 traffic flow (P1e) will readjust to ~2.5 Gbps and all of 
the others will remain the same.

• When P1e stops sending at t7, the other traffic flows will readjust to ~3.3 Gbps (P2e and P3e) and ~1.65 
Gbps each for partition P4's shared P4e and P4i traffic flows.

• When P2e stops sending at t8, partition P3's single traffic flow will readjust to ~5 Gbps (P3e) and partition 
P4's shared P4e and P4i traffic flows will increase to half that or ~2.5 Gbps.

• When P3e stops sending at t9, the remaining partition (P4) will now receive all of the available bandwidth 
so it's two traffic flows (P4e and P4i) will equally share it for ~5 Gbps each.

• Finally, when P4e stops sending at t10, the remaining traffic flow (P4i) will now receive all of the available 
bandwidth or ~10 Gbps.

• If there is only one flow in a partition, it would take all of the bandwidth allocated for that partition.

• The main difference between setting all four partition's relative bandwidth weight to 0% and setting them 
to all 25% is that 0%'s causes the send bandwidth to be shared between all active traffic flows while 25%'s 
cause the send bandwidth to be shared between the active sending partitions first and then the active 
sending traffic type flows - in a two step manner. Setting them to all 0%'s causes the logic to work similarly 
to the way it does in DCB mode when all traffic types are in the same PG.

• If there was only one traffic flow in each partition, then the results would be similar to setting each 
partition's relative bandwidth weight to 0%, since the single traffic flow would not be sharing a partition's 
bandwidth with another traffic type.
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Weighted Oversubscription Example
The following is an example of weighted oversubscribed bandwidth sharing with different weights assigned to 
each partition in non-DCB mode. This example has each partition taking the maximum bandwidth when no 
other partition is active, plus as each partition starts and stops sending, the amount of bandwidth is shared as 
an approximate ratio of the currently sending partitions weight values.

There would be no difference between the previous examples and this example with DCB enabled since the 
weights are ignored and if all traffic types are in the same single PG.

The following plot shows:

• The first partition's traffic flow (P1i) initially takes ~100% of the available bandwidth at t0 when an iSCSI 
test application is sending traffic out that port by itself.

• When P1e starts to send Ethernet traffic at t1, the two active traffic flows have equal weights with respect 
to each other so they are allocate half of the total bandwidth available (~10 Gbps) to partition P1 which 
equates to ~5 Gbps each for P1i and P1e.

• When P2e starts sending at t2, the partition's relative bandwidth weights come into effect. Partition P1 
has a weight of 10% while P2 has twice as much at 20%, so P1's two sending traffic flows are reduced to 
half of the partition's assigned 1/3rd (derived from P1's weight of 10% / (P1's weight of 10% + P2's weight 
of 20%)) or ~1.65 Gbps each for P1i and P1e. P2e starts at ~6.7 Gbps (it's relative weight is 20% / 30% total 
active weights) - it is not halved since it is the only traffic-flow on partition P2. 

• When partition P3e starts sending Ethernet traffic at t3 with a relative weight of 30%, it takes ~5 Gbps (30/
60 of 10 Gbps), P2e drops to ~3.3 Gbps (20/60) and partition P1's total drops to ~1.65 Gbps (10/60) so that 
means P1i and P1e each get half of that or ~0.825 Gbps each. 

• When P4e starts (40% relative weight) at t4, it takes ~4 Gbps (40/100) and the three other partition's send 
traffic drop; partition P1 is reduced to ~1 Gbps (10/100) so that means P1i and P1e split that for ~0.5 Gbps; 
partition P2 drops to ~2 Gbps (20/100) and since there is only one send traffic flow (P2e) it takes all of that 
assigned bandwidth; and finally partition P3 (with it's single traffic flow P3e) drops to ~3 Gbps (30/100).

• When the second traffic flow on partition P4 (P4i) starts at t5, the two flows (P4e and P4i) on the same 
partition (P4) split the partition's assigned bandwidth of ~4 Gbps, so each gets ~2 Gbps. The other send 
traffic on the other three partitions remains the same.

Table 7:  Non-DCB Weighted Oversubscription

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1i) 10 100 iSCSI Offload Green

Port 0, Partition 1 (P1e) 10 100 Ethernet with 
TOE

Orange

Port 0, Partition 2 (P2e) 20 100 Ethernet with 
TOE

Purple

Port 0, Partition 3 (P3e) 30 100 Ethernet with 
TOE

Yellow

Port 0, Partition 4 (P4e) 40 100 Ethernet with 
TOE

Blue

Port 0, Partition 4 (P4i) 40 100 iSCSI Offload Red
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• If P1i stops at t6, the remaining traffic flow on partition P1 (P1e) absorbs that partition's share of the send 
bandwidth to ~1 Gbps. The remaining traffic flows on the other three partitions are unaffected.

• If P1e stops at t7, the others adjust slightly upwards to fill that newly available bandwidth; partition P2 
(and it's traffic flow P2e) increases to ~2.2 Gbps (20/90); partition P3 (and it's traffic flow P3e) raises to 
~3.3 Gbps (30/90); and partition P4 raises to ~4.5 Gbps (40/90) which means P4e and P4i split that for 
~2.25 Gbps each.

• If P2e stops at t8, the others again adjust upwards to fill that newly available bandwidth; partition P3 (and 
it's traffic flow P3e) raises to ~4.3 Gbps (30/70), and partition P4 raises to ~5.7 Gbps (40/70) which means 
P4e and P4i split that for ~2.85 Gbps each.

• If P3e stops at t9, partition P4's share raises to ~100% of the bandwidth (40/40) so it's two traffic flows 
(P4e and P4i) split this for ~5 Gbps each. 

• When P4e stops at t10, the only remaining traffic flow P4i takes all of the bandwidth at ~10 Gbps.
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Oversubscription With One High Priority Partition Example
Next is an example of a single high priority partition with all of the relative bandwidth weight, but all four of 
the partitions are still oversubscribing the available bandwidth. The first three partitions of the port have 0% 
weight and the last partition (P4) has all of the weight (100%). All four partitions are set to use the maximum 
amount of the connection's bandwidth (i.e., 100%, which is 10 Gbps, in this case).

Again, since the maximum bandwidths are set to 100% for all four partitions, there is no difference between 
the earlier DCB mode example and this one, in DCB mode.

The following plot shows a similar effect to some of the previous examples, except that the fourth partition 
takes as much of the bandwidth as it needs (up to ~100%) when it starts to transmit. In this example the three 
0% Relative Bandwidth Weight partitions have an effective Relative Bandwidth Weight of 1% instead of 0%. 

• The first partition's traffic flow (P1i) initially takes ~100% of the available bandwidth when the test 
application starts to transmit traffic on that port by itself at t0.

• When P1e starts to send Ethernet traffic at t1, both will stabilize to ~5 Gbps each.

• When partition P2 (traffic flow P2e) starts to send traffic at t2, since only partition's P1 and P2 are now 
sending each partition gets half of the send bandwidth, so partition P2 (P2e) gets all of the allocated ~5 
Gbps and partition P1's two traffic flows (P1i and P1e) will share it's allocated ~5 Gbps or ~2.5 Gbps each.

• When partition P3 (P3e) starts to send at t3, all three partitions will be allocated 1/3rd of the available 
bandwidth - P3e will received ~3.3 Gbps, P2e will receive the same allocation of ~3.3 Gbps and P1i an P1e 
will approximately split it's partition's bandwidth for ~1.65 Gbps each.

• But when P4e starts to send Ethernet traffic at t4, it will take almost all of the ~10 Gbps bandwidth, 
regardless of the bandwidth needs of the other three partitions four traffic flows. P1i and P1e will each get 
approximately half of 1/103 of the available bandwidth or ~0.05 Gbps while P2e and P3e will receive ~0.1 
Gbps and P4e will take ~9.7 Gbps.

• When P4i starts to send Ethernet traffic at t5, it will take half of the allocated bandwidth for partition P4. 
Therefore P4e will drop to ~4.75 Gbps and P4i will start at ~4.75 Gbps. The other three partitions four 
traffic flows will be unaffected. P1i and P1e will each get approximately half of 1/103 of the available 
bandwidth or ~0.05 Gbps while P2e and P3e will receive ~0.1 Gbps and P4e will take ~9.7 Gbps

• When P1i stops sending traffic at t6, it's freed up 0.05 Gbps bandwidth will be reallocated to the other 
traffic flows according to their relative bandwidth weight settings. The same is true for when P1e (at t7), 
P2e (at t8) and P3e (at t9) stop sending traffic.

Table 8:  Non-DCB Oversubscription With One High Priority Partition

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1i) 0 (effectively 1) 100 iSCSI Offload Green

Port 0, Partition 1 (P1e) 0 (effectively 1) 100 Ethernet Brown

Port 0, Partition 2 (P2e) 0 (effectively 1) 100 Ethernet Purple

Port 0, Partition 3 (P3e) 0 (effectively 1) 100 Ethernet with 
TOE

Yellow

Port 0, Partition 4 (P4e) 100 100 Ethernet Blue

Port 0, Partition 4 (P4i) 100 100 iSCSI Offload Red



Examples

BROADCOM NPAR Setup Guide 
December 8, 2011  • 2CS57712-SWUM102-R Page 70

®

57712-k Software User Manual

• Finally when P4e stops sending traffic at t10, P4i will take all of the available bandwidth for ~10 Gbps.

• Whenever the fourth partition's bandwidth needs drop off, the other actively sending partitions will 
equally increase their respective shares to automatically occupy all of the available bandwidth.
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Default Fixed Subscription Example
This is an example of the default partition settings that has all of the relative bandwidth weights set to 0% and 
the maximum bandwidths set to 2.5 Gbps.   Since the total of the maximum bandwidth values are set to exactly 
100% (i.e. never can reach an oversubscription situation), the traffic flows in each partition will share that 
partition's bandwidth allocation with respect to it's overall maximum bandwidth ceiling and the relative 
bandwidth weights are never used.

This following plot shows how the four partition's send traffic is independent of each other. Unlike the previous 
examples, none of the partitions (and their associated traffic flows) take more than their designated bandwidth 
portion; the total bandwidth of all four partitions of the port is equal to or less than the total available 
bandwidth of the port. In this example, each partition takes only ~25% or 2.5 Gbps of the total available 
bandwidth when their test application starts to transmit traffic. Furthermore, if a partition has more than one 
active traffic flow, these flows will share that partition's allowed bandwidth. Unused port bandwidth is not re-
allocated to any partition above it's own maximum bandwidth setting. 

• When P1i starts to send traffic at t0, it only takes the subscribed 25% of the 10 Gbps bandwidth available 
which is ~2.5 Gbps.

• when P1e starts to send at t1, it will share partition P1's 25% with P1i. Each is allocated ~1.25 Gbps and 
neither expands into the unused ~7.5 Gbps remaining.

• When P2e starts to send at t2, it only takes it's partitions subscribed ~2.5 Gbps and does not affect either 
of partition P1's sending traffic flows.

• When P3e starts to send at t3, it again only takes it's partitions subscribed ~2.5 Gbps and does not affect 
P2e or either of partition P1's sending traffic flows.

• When P4e starts to send at t4, it also only takes it's partitions subscribed ~2.5 Gbps and does not affect 
any of the other partition's sending traffic flows.

• When P4i starts to send at t5, it will share partition P4's 25% with P4e. Each is allocated ~1.25 Gbps and 
the other partitions are unaffected. 

• When P1i stops sending at t6, it will release it's 12.5% share of the bandwidth and the other remaining 
partition P1 traffic flow (P1e) will increase to 2.5 Gbps while the other traffic flows are unaffected.

• When P1e stops sending at t7, there will only be three partitions, but each is still assigned only 25% of the 
overall bandwidth. The other traffic flows (P2e, P3e, P4e and P4i) will not change.

• When P2e stops sending at t8, again there will be no change to the other traffic flows. 

• When P3e stops sending at t9, there will still be no change to the other traffic flows.

Table 9:  Non-DCB Default Fixed Subscription

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1i) 0 25 iSCSI Offload Green

Port 0, Partition 1 (P1e) 0 25 Ethernet Brown

Port 0, Partition 2 (P2e) 0 25 Ethernet Purple

Port 0, Partition 3 (P3e) 0 25 Ethernet Yellow

Port 0, Partition 4 (P4e) 0 25 Ethernet Blue

Port 0, Partition 4 (P4i) 0 25 iSCSI Offload Red
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• When P4e stops sending at t10, the remaining traffic flow on P4 (P4i) will absorb the freed 12.5% of the 
partition P4's allocated bandwidth and will increase to 2.5 Gbps.

• Each partition's flows on the same port are logically isolated from the others as if they were on separate 
ports and a partition's send flows stopping or restarting will not affect its fellow partition's send traffic 
flows - except where the flows are on the same partition - and then they will only take the freed 
bandwidth for their respective partition.
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Mixed Fixed Subscription and Oversubscription Example
This example shows partitions with all of the relative bandwidth weights set the same, but with the partitions 
partially oversubscribing the available bandwidth, unequally. Two of the partitions are set to use 10% or 1 Gbps 
each of bandwidth and the other two (the ones with the hardware offload protocol's enabled) are set to use 
80% or 8 Gbps of the connection's bandwidth, thus oversubscribing the connection by 80%.

This is a combination example of a fixed subscription (three of the partitions sum to 100%), but all four sum to 
180%. When all four, or at least the two larger partitions, are running traffic, they share the space with each 
other, up to their partition maximum bandwidth values; otherwise, they act as if they are independent 
connections. 

• The first partition's traffic flow (P1i) initially takes its designated ~8 Gbps when the test application starts 
to transmit traffic at t0 to that port by itself, not expanding into the remaining unused ~2 Gbps bandwidth.

• When the second traffic flow on the first partition (P1e) starts to send at t1, the two active traffic flows on 
the same partition share its ~8 Gbps bandwidth for ~4 Gbps each.

• When the third traffic flow (P2e) starts sending at t2, it only takes its partitions maximum bandwidth 
allowed ~1 Gbps. Partition P1's two traffic flows are unaffected.

• When the fourth traffic flow (P3e) starts sending at t3, it again only takes its partitions maximum 
bandwidth allowed ~1 Gbps. Partition P1's two traffic flows and the traffic flow on partition P2 (P2e) are 
unaffected.

• But when P4e starts to send traffic at t4, the condition is now oversubscribed. Since P2e and P3e uses only 
~1 Gbps of their allocated 2 Gbps (10 Gbps / 5 equally weighted traffic flows) that leaves ~8 Gbps free for 
the other three traffic flows. The remaining traffic flows (P1i, P1e and P4e) would then be allocated ~2.6 
Gbps each (8 Gbps / 3 equally weighted traffic flows).

• But when P4i starts to send traffic at t5, it shares the available bandwidth within it's maximums with the 
other traffic flows.   P2e and P3e are still using only ~1 Gbps of their allocated 1.6 Gbps (10 Gbps / 6 
equally weighted traffic flows) which again leaves ~8 Gbps free for the other four traffic flows. Therefore 
these four (P1i, P1e, P4e and P4i) are allocated ~2 Gbps each (8 Gbps / 4 equally weighted traffic flows).

• When P1i stops at t6, it releases it's bandwidth to the available pool and since P2e and P3e are capped by 
their maximum bandwidth value to 1 Gbps, the three other traffic flows (P1e, P4e and P4i) automatically 
take equal shares and increase their bandwidth used to ~2.6 Gbps each. 

• When P1e subsequently stops sending at t7, P4e and P4i grab up the extra available bandwidth and go to 
~4 Gbps each.   Both P2e and P3e are unaffected and continue sending at ~1 Gbps each.

• When P2e stops sending at t8, P4e and P4i are not able to make use of the freed up bandwidth since they 

Table 10:  Non-DCB Mixed Fixed Subscription and Oversubscription

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1i) 0 80 iSCSI Offload Green

Port 0, Partition 1 (P1e) 0 80 Ethernet Orange

Port 0, Partition 2 (P2e) 0 10 Ethernet Purple

Port 0, Partition 3 (P3e) 0 10 Ethernet Yellow

Port 0, Partition 4 (P4e) 0 80 Ethernet Blue

Port 0, Partition 4 (P4i) 0 80 iSCSI Offload Red
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are both in partition P4 which as a maximum bandwidth ceiling of 8 Gbps.   Therefore none of the traffic 
flows increase their sending rates and this unused bandwidth is ignored.

• When P3e stops sending at t9, the same condition is still in effect.   Therefore none of the remaining active 
traffic flows increase their sending rates to use this extra bandwidth.

• Finally, P4e stops at t10 and this allows it's companion traffic flow (P4i) to increase to ~8 Gbps which is 
partition P4's maximum top end. The remaining ~2 Gbps is unassigned.

The following example is the same as the previous example, but with FCoE in the first partition. Additionally, 
the FCoE traffic flow is Lossless and in DCB Priority Group 1 with an ETS = 50% and the other traffic flows are 
Lossy and in Priority Group 0 with an ETS = 50%.
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This is a similar combination example of a fixed subscription (three of the partitions sum to 100%), but all four 
sum to 180%. When all four, or at least the last two partitions, are running traffic, they share the space with 
each other, up to their partition maximum bandwidth values and their PG's ETS settings; otherwise, they act 
as if they are independent connections. 

• The first partition's traffic flow (P1f) initially takes its maximum bandwidth designated ~8 Gbps when the 
test application starts to transmit traffic at t0 to that port by itself, not expanding into the remaining 
unused ~2 Gbps bandwidth.

• When the second traffic flow on the first partition (P1e) starts to send at t1, the two active traffic flows on 
the same partition share its ~8 Gbps bandwidth for ~4 Gbps each. ETS does not take effect since the traffic 
in PG0 and PG1 are still less than the amount prescribed by their respective ETS values.

• When the third traffic flow (P2e) starts sending at t2, it only takes its partitions maximum bandwidth 
allowed which is ~1 Gbps. Partition P1's two traffic flows are unaffected and the unassigned 1 Gbps 
bandwidth remains free.

• When the fourth traffic flow (P3e) starts sending at t3, it only takes its partitions maximum bandwidth 
allowed which is ~1 Gbps. Now the first partition's two traffic flows readjust so that PG 0 does not get 
more than 50% of the overall bandwidth - i.e. PG0's P1e+P2e+P3e = 40%+10%+10% which is greater than 
50%. The P1e traffic flow is reduced to 30% or ~3 Gbps and the P1f traffic flow (in PG1) is adjusted 
upwards to 50% or ~5 Gbps.

• When P4e starts to send traffic at t4, it equally shares PG0's ETS assigned bandwidth with P1e, P2e and 
P3e but since P2e and P3e use only ~1 Gbps of their allocated 1.25 Gbps (5 Gbps / 4 equally weighted 
traffic flows) this leaves ~3 Gbps free (5 Gbps available - 2 GBps assigned to P2e and P3e) for the other two 
traffic flows (P1e and P4e) and they are both allocated ~1.5 Gbps each (3 Gbps / 2 equally weighted traffic 
flows). P1f is in PG1 so it is unaffected and keeps sending at ~5 Gbps.

• When P4i starts to send traffic at t5, it also equally shares PG0's bandwidth (5 Gbps / 5 equally weighted 
traffic flows) which means P1e, P2e, P3e, P4e and P4i all send at ~1 Gbps. P1f in PG1 is still unaffected and 
keeps sending at ~5 Gbps.

• When P1f stops at t6, it releases all of PG1's bandwidth to the available pool and since P2e and P3e are 
capped by their maximum bandwidth value to 1 Gbps, the three other traffic flows (P1e, P4e and P4i) 
automatically take equal shares of 8 Gbps and bump up their bandwidth used to ~2.6 Gbps each. 

• When P1e subsequently stops sending at t7, P4e and P4i grab up the extra available bandwidth and go to 
~4 Gbps each.   Both P2e and P3e are unaffected and continue sending at ~1 Gbps each.

• When P2e stops sending at t8, P4e and P4i are not able to make use of the freed up bandwidth since they 
are both in partition P4 which has a maximum bandwidth ceiling of 8 Gbps.   Therefore none of the traffic 

Table 11:  DCB Mixed Fixed Subscription and Oversubscription with Lossless FCoE Offload

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1f) N/A 80 FCoE Offload Green

Port 0, Partition 1 (P1e) N/A 80 Ethernet Orange

Port 0, Partition 2 (P2e) N/A 10 Ethernet Purple

Port 0, Partition 3 (P3e) N/A 10 Ethernet Yellow

Port 0, Partition 4 (P4e) N/A 80 Ethernet Blue

Port 0, Partition 4 (P4i) N/A 80 iSCSI Offload Red
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flows increase their sending rates and the unused bandwidth is ignored.

• When P3e stops sending at t9, the same condition is still in effect.   Therefore none of the remaining active 
traffic flows increase their sending rates to use this extra bandwidth.

• Finally, P4e stops at t10 and this allows it's companion traffic flow (P4i) to increase to ~8 Gbps which is 
partition P4's maximum top end. The remaining ~2 Gbps is unassigned.
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Mixed Weights and Subscriptions Example
This example shows partitions with different relative bandwidth weights and maximum bandwidths, but with 
the same partitions partially oversubscribing of the available bandwidth as the previous example. The first pair 
of partitions are set to use 10% or 1 Gbps each of bandwidth and both of their weights are set to 5% while the 
second pair of partitions are set to use 80% or 8 Gbps of the connection's bandwidth each with both of their 
relative bandwidth weights set to 45%. The total is still oversubscribing the connection by 80%.

In DCB mode, there would be no difference between the previous DCB mode example and this one, since the 
Relative Bandwidth Weights are not applicable (in DCB mode) and also if all of the traffic types are in the same 
Priority Group; the results would be similar.

This is a combination example of a fixed subscription (three of the partitions sum to 100%), and 
oversubscription (all four sum to 180%) with different weights and maximum bandwidths. When all four, or at 
least the two larger partitions, are running traffic, they share the space with each other with respect to their 
partition's weight and maximum bandwidth values; otherwise, the partition's continue to act as if they are 
independent connections.

• The first partition's traffic flow (P1i) initially takes its designated ~8 Gbps when the test application starts 
to transmit traffic at t0 to that port by itself, not expanding into the remaining unused ~2 Gbps bandwidth.

• When the second traffic flow on the first partition (P1e) starts to send at t1, the two active traffic flows on 
the same partition share its ~8 Gbps bandwidth for ~4 Gbps each.

• When the third traffic flow (P2e) starts sending at t2, it only takes its partitions maximum bandwidth 
allowed ~1 Gbps. Partition P1's two traffic flows are unaffected.

• When the fourth traffic flow (P3e) starts sending at t3, it again only takes its partitions maximum 
bandwidth allowed ~1 Gbps. Partition P1's two traffic flows (P1i and P1e) and the traffic flow on partition 
P2 (P2e) are unaffected.

• But when P4e starts to send traffic at t4, the traffic needs are oversubscribed so the available bandwidth is 
redistributed based on each partition's individual weights and maximums settings. P2e and P3e use 5% 
each (5/100) so their traffic flows are reduced to ~0.5 Gbps which leaves ~9 Gbps free for the other three 
traffic flows. The two other partition's traffic flows are allocated ~3 Gbps each (9 Gbps / 3 equally 
weighted traffic flows) - the total bandwidth for P1i and P1e is 6 Gbps which is less than partition P1's 
maximum of 80% of 10 Gbps.

• When P4i starts to send traffic at t5, the bandwidth is again redistributed. P2e and P3e are still using only 
~0.5 Gbps (5/100). This again leaves ~9 Gbps free for the remaining four equally weighted traffic flows, 
therefore these four (P1i, P1e, P4e and P4i) all are allocated ~2.25 Gbps each (9 Gbps / 4 flows) where P1i 

Table 12:  Non-DCB Mixed Fixed Subscription and Oversubscription

Port, Partition
Relative Bandwidth 
Weight (%)

Maximum  
Bandwidth Protocol Plot Color 

Port 0, Partition 1 (P1i) 45 80 iSCSI Offload Green

Port 0, Partition 1 (P1e) 45 80 Ethernet Orange

Port 0, Partition 2 (P2e) 5 10 Ethernet Purple

Port 0, Partition 3 (P3e) 5 10 Ethernet Yellow

Port 0, Partition 4 (P4e) 45 80 Ethernet Blue

Port 0, Partition 4 (P4i) 45 80 iSCSI Offload Red
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plus P1e and P4e plus P4i totals are 4.5 Gbps each which is less than their respective partition's maximum 
bandwidth settings.

• When P1i stops at t6, it releases it's bandwidth to the available pool and since P2e and P3e are capped by 
their relative bandwidth weight values to 0.5 Gbps, the three other traffic flows (P1e, P4e and P4i) 
automatically take equal shares of the remaining bandwidth and bump up their portion to ~3 Gbps each 
where P4e plus P4i total is 6 Gbps which is still less than their respective partition's maximum bandwidth 
value. 

• When P1e subsequently stops sending at t7, P4e and P4i grab up some of the extra available bandwidth 
and go to ~4 Gbps each, where they reach their partition's maximum bandwidth value of 80% or 8 Gbps.   
The remaining bandwidth is shared equally by P2e and P3e at ~1 Gbps each.

• When P2e stops sending at t8, P4e and P4i are not able to make use of the freed up bandwidth since they 
are both in partition P4 which as a maximum bandwidth ceiling of 8 Gbps.   The same is true for P3e which 
is also at it's bandwidth maximum. Therefore none of the remaining traffic flows increase their sending 
rates and this unused bandwidth is ignored.

• When P3e stops sending at t9, the same maximum ceiling condition is still in effect.   Therefore neither 
P4e or P4i increase their sending rates to use this extra bandwidth.

• Finally, P4e stops at t10 and this allows it's companion traffic flow (P4i) to increase to ~8 Gbps which is 
partition P4's maximum top end. The remaining ~2 Gbps is unassigned.
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