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1 Preface

1.1 Audience

This document is highly technical and is intended for storage and server administrators
interested in learning more about how Microsoft Hyper-V integrates with the Dell
Compellent Storage Center. Readers should have a good working knowledge of Microsoft
Hyper-V and the Dell Compellent Storage Center.

1.2 Purpose

This document provides an overview of Hyper-V and introduces best practice guidelines
when integrating Microsoft Server 2008 R2 Hyper-V and Microsoft Server 2012 Hyper-V with
the Dell Compellent Storage Center.

Please note that the information contained within this document provides general
recommendations only. Configurations may vary based upon individual circumstances,
environments, and business needs.

1.3 Customer Support

Dell Compellent provides live support at 1-866-EZSTORE (866.397.8673), 24 hours a day, 7
days a week, 365 days a year. For additional support, email Dell Compellent at
support@compellent.com. Dell Compellent responds to emails during normal business
hours.
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2 Introduction

2.1 Dell Compellent Storage Center Overview

The Dell Compellent Storage Center is an enterprise-class storage area network (SAN) that
significantly lowers capital expenditures, reduces storage management and administration
time, provides continuous data availability and enables storage virtualization. Storage
Center’s Fluid Data Architecture manages data dynamically at the block-level, maximizing
utilization, automating tiered storage, simplifying replication and speeding data recovery.

2.2 Microsoft Hyper-V Overview

Hyper-V is a layer of software that sits between the physical server’'s hardware layer and the
Hyper-V guest virtual machines (VMs). Hyper-V presents hardware resources in a virtualized
manner from the host server to the guest VMs. Hyper-V hosts (also referred to as nodes or
virtualization servers) can host multiple Hyper-V guest VMs, which are isolated from each
other but share the same underlying hardware resources (e.g. processors, memory,
networking, and other I/O devices).

Consolidating many traditional physical servers to virtual servers on a single host server has
many advantages: increased agility, better resource utilization, increased power efficiency
and reduced operational and maintenance costs. In addition, Hyper-V guest VMs and the
associated management tools offer greater flexibility for managing resources, balancing load,
provisioning systems, and ensuring quick recovery.

2.3 Hyper-V Version and Feature Comparison

As shown in Table 1 below, Hyper-V was first introduced with the Server 2008 operating
system (OS). Server 2012 incorporates the 3™ generation of Hyper-V, which includes many
new enhancements and features.

Table 1. Hyper-V Version Comparaison

Windows Server Version Hyper-V Version
Server 2008 Hyper-V 1
Server 2008 R2 Hyper-V 2
Server 2012 Hyper-V 3

An overview of many of the major feature enhancements with Server 2012 Hyper-V is
included below in Table 2 as a quick reference.
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Table 2. Hyper-V Feature Comparison

Physical hosts (nodes) per cluster

Feature or option Server 2008 R2 Server 2012
Hyper-V Hyper-V
Logical CPUs per physical host 64 320
Logical CPUs per guest VM 4 64
RAM per physical host 1TB 47TB
RAM per guest VM 64 GB 1TB
Guest VMs per host 384 1024
Guest VMs per cluster 1,000 4,000
16 64

Virtual Hard Disk Formats

VHD (up to 2 TB)

VHDX (up to 64 TB)
(supports VHD also)

Virtual Fiber Channel --- Supported
Guest VMs on Shared File Storage --- Supported (SMB 3.0)
Offline Data Transfer (ODX) --- Supported

Live Migration

1 guest VM at a time
within the same

Multiple guests at the same time.
Guests can also be live-migrated
to different clusters or hosts, and

cluster onl
usteronty between stand-alone hosts
Live Storage Migration --- Supported
i Version 3 — supports Hyper-V
M Block (SMB Vv 2
Server Message Block (SMB) ersion VM files on network file shares
PowerShell Automation Support Limited 150 built-in PowerShell Cmdlets

Dynamic Memory

Supported, but Hyper-
V cannot reclaim
unused RAM

Supported, unused memory can
be reclaimed allowing for higher

guest density

Runtime Memory Configuration

Supported - allows dynamic
RAM changes to be made while
guest VMs are running

Hyper-V Replica

Supported — allows for
asynchronous replication of
guests to another location as

part of a DR plan

Guest failover priority

Allows for node-order
failover only

Configure failover priority for
guest VMs

Disk Space Recovery

Supported on some
NTFS volumes only

(with Server Agent)

Native support for NTFS and
VHDX volumes (no Server Agent
Required)

For a complete list of new Hyper-V features included with Server 2012, please refer to the
references listed at the end of this document under Additional Resources. Many of the new
features and enhancements above will be explored in greater detail in the pages that follow.
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Note: Unless otherwise stated, the screen captures, examples and best practices below are
applicable to both Server 2008 R2 Hyper-V and Server 2012 Hyper-V. Where significant
differences exist, they will be pointed out.
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3 Hyper-V Storage

The following sections will explain the different types of storage and storage connectivity
options available for Microsoft Hyper-V hosts and guest VMs when integrating with a Dell
Compellent Storage Center.

3.1 Virtual IDE and Virtual SCSI Devices

Each Hyper-V guest VM supports a maximum of only two virtual IDE controllers. Each of the
two virtual IDE controllers supports a maximum of 2 virtual IDE devices, for a total of 4 virtual
IDE devices per guest VM.

Each Hyper-V guest VM also supports up to 4 virtual SCSI controllers with up to 64 devices
per controller, for a maximum of 256 virtual SCSI devices per guest VM.

# Hardware A BIOS
"L add Hardware
g BIOS ‘ou can kurn Mum Lock on or ofF and modify the startup order of the devices in the
Baat From CD basic input/output system (BICOS),
B Frlernory ¥ hum Lack
S1z2MB —Startup order
D Processor Select the order in which boot devices are checked ko start the operating system,
1 wirtual processor
- o i
il IDE Controller 0 IDE
= il IDE Contraller 1 Legacy Mebwark adapter No SCSI boot Option ! |
&4 DVD Drive Floppy

Windows Server 2008 R2 RTM ...
= ¥ 5CSI Controller

(=i Hard Drive
Phewsical drive Disk 2 50,00 GE ...

0 metwork sdapter

e
Mok connecked

'Zf_ii- Use a legacy network adapter to perform a network-based installation of the
guest operaking system.

Figure 1. Hyper-V Guest VM Virtual BIOS Startup Options

An important consideration with designing a Hyper-V host and guest VM environment is to
understand the boot disk requirements for a Hyper-V guest VM. As shown in Figure 1, when
configuring a guest VM's BIOS settings, the boot volume must be presented to the guest VM
as a virtual IDE device (no SCSI option exists). This is a limitation of Microsoft Hyper-V.

Since the guest VM's boot volume must be an IDE device, this allows for up to three
additional virtual IDE devices to be presented to the guest VM. Normally, one virtual IDE
device is reserved for use on the guest VM as a virtual CD/DVD drive to mount ISO image
files.
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Dell CompellentSAN

Hyper-V Host-01

/-__\ /‘-__\
\____/ \_____/
Host-01_boot  |] > (Sc(éél(tL)SoNt)O)
\___/ \___/ Hyper-V Guest-01
Fiber
T Channel T
N~ or iScsl N A
Guest-01_boot || > LR R VHD or VHDX C:\ (boot)
- (SCSILUN 1) VDX I > (Virtual IDE)
S (attached as IDE)
(or) (MPIO) __fed (or)
g - ‘}i
[l -
1 :
Pass-through disk 1 SCsl C:\ (boot)
- [ 1
Guest-01_boot | (SCSI LUN 1) :| > (Virtual IDE)
l* ________ -~/ (attachedas IDE)

(off-line/reserved)

Figure 2. Hyper-V Guest Virtual IDE Boot Device Configuration Options

The IDE boot device that is presented to the guest VM can be:
e A VHD or VHDX hard disk file located on:
o A SAN volume
o Alocal disk on the host server
o An SMB file share (Server 2012 Hyper-V only).
e A pass-through disk (passed from the SAN through the host to the guest VM).

Note: the VHDX format is supported on Server 2012 Hyper-V only.

Note: Although the I/O performance of physical SCSI and IDE disks can differ significantly,
virtualized SCSI and IDE devices in Hyper-V offer nearly identical I/O performance assuming
that any required integration services are installed on the guest’s operating system.
However, it is best practices to use virtual IDE only for the boot drive on Hyper-V guest VMs.
For more information on integration services, please refer to section 9.2.2 below.

3.2 Virtual Hard Disks

With Hyper-V, one or more virtual hard disk files can be created on one or more Hyper-V
host volumes and presented to a Hyper-V guest VM. A virtual hard disk functions simply as a
set of data blocks, stored as a regular Windows file using the host OS's file system. There are
two different kinds of virtual hard disk formats:
e VHD is supported with all Hyper-V versions and is limited to a maximum size of 2 TB.
e VHDX is supported with Server 2012 only. VHDX files offer better recoverability in the
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event of a power loss, better performance, and support a maximum size of up to 64
TB. VHD files can be converted to VHDX format by using Hyper-V Manager.

3.2.1 Choose a Virtual Hard Disk Type

Ll MNew Virtual Hard Disk Wizard -

:;3’—',5 Choose Disk Type

Before You Begin What bype of wirkual hard disk do you wank ko create?

Choose Disk Format () Fixed size

This type of disk provides better performance and is recommended for servers running applications
with high levels of disk activity, The wirtual hard disk file that is created initially uses the size of the
virkual hard disk and does not change when data is deleted or added.

Specify Mame and Location

Configure Disk . . )
® Dynamically expanding

SR This type of disk provides better use of physical storage space and is recommended For servers

running applications that are not disk intensive, The virtual hard disk file that is created is small
initially and changes as data is added.

() Differencing

This tvpe of disk is associated in a parent-child relationship with another disk that vou want to
leave intact. You can make changes to the data ar operating system without affecting the parent
disk, 50 that wou can revert the changes easily, all children must have the same virtual hard disk
Format as the parent (YHD or WHDRE).

Figure 3. Choose Virtual Disk Type

As shown in Figure 3, there are three different types of virtual hard disk files to choose from
when creating either a VHD or VHDX: fixed size, dynamically expanding, and differencing.

3.2.2 Comparing Fixed and Dynamic VHD/VHDX Files

Host Volume = 100 GB

60 GB consumed 40 GB free space
K Fixed VHD/VHDX file

D:\Guest1 boot.VHDX e consumes the full 60 GB
(60 GB fixed) actual data (15 GB) 45 GB “free” space on the host’s volume
15 GB consumed 85 GB free space Dynamic VHD/VHDX file consumes
< l space on the host’svolume
D:\Guest2_hoot.VHDX e B incrementally only as data is
(60 GB dynamic) SESIERRGEIN, 4508 frectspace | written to the VHD/VHDX file

Figure 4. Comparing Fixed and Dynamic Virtual Hard Disks

As shown in Figure 4, a fixed virtual hard disk consumes the full amount of space on the
host's volume. A dynamic virtual hard disk only consumes the actual data written to it by the
guest VM. From the perspective of the guest VM, either type of virtual hard disk will appear
as a full 60 GB volume to the guest.
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While Microsoft has made enhancements to the performance of dynamic and differencing
VHD files in Windows 2008 R2, and with VHDX files Server 2012, there are some
performance and management considerations to keep in mind when choosing the right kind
of format for your environment.

e Fixed-size VHD/VHDX files:

O

Recommended for guest VMs with volumes that require high levels of disk
activity, such as SQL, Exchange or page files.

When formatted, they take up the full amount of space on the host server’s
volume.

Fixed VHD/VHDX files are less susceptible to fragmentation.

Copy time for fixed VHD or VHDX files is longer (e.g. from one server to
another over the network) because the file size = the formatted size.

Large capacity fixed VHD/VHDX files require much more time to provision
because the file size = the formatted size.

e Dynamically expanding VHD/VHDX files:

@)

Recommended for guest VMs with volumes that require lower levels of disk
activity. Dynamically expanding VHDX files require less CPU and 1/O overhead
as they grow than dynamically expanding VHD files due to improvements
made with the VHDX format.

Dynamic VHDs/VHDXs are more susceptible to fragmentation.

When formatted, they use very little space initially, and expand only as new
data is written to them by the guest VMs.

Copy time for dynamic VHD or VHDX files is less than fixed (e.g. from one
server to another over the network) because the file size = the amount of
actual data actually written to the VHD/VHDX file, not the formatted size.
Large capacity dynamic VHD/VHDX disks can be provisioned very quickly.
Allows for over-provisioning a host's volume (although there are risks — see
Figure 5).

e Differencing VHD/VHDX files:

O

December 2012

Offers storage savings by allowing multiple Hyper-V guest VMs with identical
operating systems share a common boot VHD/VHDX file.

All children must use the same format (VHD or VHDX) as the parent.

Reads of unchanged data reference the differencing virtual hard disk
(therefore this data can reside in a lower tier at RAID 5 and take advantage of
the cost savings and read performance of RAID 5).

Writes (new data) are written to the child virtual hard disk (which by default is
written to the highest tier disk at RAID 10 for maximum write performance).
Each Hyper-V based snapshot of a Hyper-V guest VM creates a differencing
virtual hard disk to freeze changed data since the last snapshot, and new data
is then written to a new virtual hard disk file. Creating Hyper-V based
snapshots of a Hyper-V guest VM can elevate the CPU usage of storage I/O,
but will probably not affect performance noticeably unless the guest VM

Dell Compellent Storage Center Hyper-V Best Practices 13



experiences very high |/O demands.

o Maintaining a long chain of Hyper-V based snapshots of a Hyper-V guest VM
can negatively affect the performance of the guest because reading from the
virtual hard disk can require checking for the requested blocks in many
different differencing VHDs/VHDXs. Therefore, it is important to keep Hyper-V
based snapshots of Hyper-V guests to a minimum to maintain optimal disk I/O
performance.

o Leverage Dell Compellent Storage Center Replays or Replay Manager VSS-
aware backups of Hyper-V guests to eliminate the 1/O impact caused by taking
Hyper-V based snapshots.

Note: With Windows 2008, fixed VHDs will always perform better than dynamic VHDs in
most scenarios by roughly 10% to 15% with the exception of 4k writes, where Fixed VHDs will
perform significantly better. For Windows Server 2008 R2 and Server 2012, fixed and
dynamic VHDs/VHDXs will offer nearly the same performance. However, fixed VHDs/VHDXs
are still recommended in cases where disk activity is expected to be extremely high.

3.2.3 Virtual Hard Disks and Thin Provisioning with Dell Compellent

Host Volume = 100 GB
75 GB consumed 25 GB free space
D:\Guestl_boot.VHDX - isi
\ l(Jgé Géf;(:d) |:> actual data (15 GB) 45 GB “free” space | (over-provisioned)
—t—
D:\Guest2_boot. VHDX N [ et » | actual data (15 GB) 45 GB “free” space. !
RN SN ¥ (bt | A g [ e e s acE e |
(60 GB dynamic) i
i
Thin Provisioning !
! ~ =more free space ! !
1 I A | 1 1
[ 1 [ [ 1
|
<+————— actual data (30 GB) + 70 GB freespace ssrrressiees >
100 GB Dell Compellent :>
SAN Volume Both fixed and dynamic VHD/VHDX files are
thinly provisioned on Dell Compellent.

Figure 5. Thin Provisioning of Virtual Hard Disks with Dell Compellent

As shown in Figure 5, it does not matter which type of virtual hard disk format is chosen with
regards to thin provisioning and space saving on a Dell Compellent SAN. A 60 GB fixed
VHD/VHDX file that has 15 GB of actual data will still only consume 15 GB of space on the
Dell Compellent SAN, even though a fixed VHD/VHDX will consume the full amount of space
on the volume from the perspective of the host server. Therefore, the performance and
management considerations listed above (rather than SAN usage efficiency) would be the
main factors to consider when choosing what type of virtual hard disk format to use in your
environment.

3.2.4 Overprovisioning with Dynamic VHD/VHDX Files

In Figure 5 above, the example shows how it is possible to overprovision a host’'s data volume
December 2012 Dell Compellent Storage Center Hyper-V Best Practices 14



when using dynamic virtual hard disks. In the example, two virtual hard disk files share the
host's 100 GB volume. One virtual hard disk is fixed, and one is dynamic.

While the host's 100 GB volume still has 25 GB of free disk space, guest VM 2 thinks it still has
45GB of “free” disk space. If guest VM 2 added another 25 GB of new data to its virtual hard
disk, the host's 100 GB volume would fill up, resulting in a service outage for both guest VMs.

In order to bring the two guest VMs back on line, an administrator would need to expand the
host's 100GB volume to allow more room for guest VM 2's dynamic virtual hard disk to
expand.

e |tis best practices not to overprovision a host's data volume as a space-savings
strategy when using dynamic virtual hard disks. It is unnecessary because space
savings is already maximized due to Dell Compellent thin provisioning.

e |f overprovisioning is used, then ensure that a monitoring system (with alerting) is in
place to notify an administrator if the host's volume fills beyond a certain capacity
(e.g. 95%). This would allow time for remediation before a service outage occurs.

o |f Hyper-V based snapshots are used, allow overhead on the host's volumes for the
snapshots.
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3.3 Options for Presenting Volumes to Hyper-V Guest VMs

Dell Compellent SAN Fiber Hyper-V Host-01
/_,__—___\ Channel /________\
oriscsl
M~ (MPIO) M~
Host-01_boot || > { ;::::L“ES(:](I))
~ S Hyper-V Guest-01
d VHD or VHDX .
Guest-01_boot | [ > D:\ (data) C:\ (boot)
(SCSILUN1) (Virtual IDE)
~ \_! (attached as IDE) . o
(or) (or) (or)
/'-___—_-\‘\ PRt - /_-——'_‘———_\
M~ | IS - )| N A
| TTm===" SCSI
Guest-01 boot || | Pass-through disk : C:\ (boot)
- I (scSILUN1) | — (Virtual IDE)
~ _ '._ - _ _J}  [attachedas IDE) \ J
{off-line/reserved)
/"'_____‘\ /—-—'_‘—'-—;\
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Figure 6. Options for Presenting Data Volumes to Hyper-V Guests

As shown in Figure 6, there are several options available for presenting Dell Compellent SAN
volumes to a Hyper-V guest VM. These include virtual hard disks (VHD or VHDX), pass-
through disks, iSCSI direct-attached disks, and (new to Server 2012) virtual fiber-channel
direct-attached disks. These methods for presenting storage to Hyper-V guest VMs will be
discussed below along with some best practice recommendations.

While it is possible to mix and match the different methods in Figure 6 when presenting Dell
Compellent SAN volumes to Hyper-V hosts and guests, it is best practices from a
management perspective to standardize on a strategy that keeps the environment as simple
as possible, and vary from the design only when necessary. For example, the performance
gained from a pass-through or directly-attached disk on a guest VM with very high disk
activity might be a better choice than a dynamically expanding VHD or VHDX.
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3.3.1 Pass-through and Directly-attached Disks

As shown in Figure 6, a pass-through disk is a SAN volume presented to a Hyper-V host that
is “passed through” directly to a Hyper-V guest VM. From the host’s perspective the volume
is visible, but it is kept in a “reserved” state by Hyper-V.

Directly-attached disks on the other hand, are not visible to (or accessible by) the host server.
They are visible to/accessible by the guest VM they are mapped or attached to.

Directly-attached disks are of two types:

o iSCSI: allows a guest VM to attach directly to SAN volumes by configuring the iSCSI
initiator software on the guest VM. To present a SAN volume to a Hyper-V guest VM
via iISCSI, install the iSCSI initiator software on the guest VM and then configure the
iSCSI target (the SAN). Native iSCSI support is provided with Server 2008 and above,
and Windows Vista and above.

o Virtual fiber channel: (supported with Server 2012 only) allows physical fiber channel
host bus adapters (HBAs) that support the N_Port ID Virtualization (NPIV) protocol on
the host server to pass virtual world wide names (WWN)s from virtual fiber channel
HBAs on the guest VMs to the fabric. This allows for the creation of guest VM server
objects on Dell Compellent to which SAN volumes can be mapped directly.

3.3.2 Advantages of Pass-through and Directly-attached Disks

Pass-through and directly-attached disks offer many of the same advantages:

e Better performance (as compared to a VHD or VHDX) is probably the main
consideration for using a pass-through or directly attached disk. They offer better
performance because they bypass the host server's file system, which reduces CPU
overhead on the host for managing guest VM 1/O).

e With the I/O on a pass-through or directly-attached disk dedicated to a specific
guest, it also makes it easier to understand and interpret the I/O demands and usage
for that volume using Dell Compellent’'s SAN-based 1/O reports and tools. By
comparison, with multiple VHD/VHDX files on a shared host volume, understanding
the I/O has to be done from the perspective of the guest VM's OS.

e Choosing a pass-through or directly attached disk over VHD or VHDX also avoids the
size limitations imposed with VHD or VHDX files.

o A VHD file (on server 2008 or 2012) is limited to a maximum size of 2040 GB
(8 GB short of 2 TB). The VHD size limit is a Microsoft limitation, not a SAN
limitation.

o A VHDX file (supported on 2012 hosts only) supports a much larger size, but is
still limited to 64 TB.

o Pass-through and directly-attached disks can be any size, up to the maximum
size that is supported by the guest VM's operating system.
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e Directly-attached iSCSI disks (Server 2008 R2 and Server 2012) and directly-attached
virtual fiber channel disks (Server 2012 only) allow Hyper-V guest VMs to be clustered.
This can be useful in cases where Hyper-V guest VMs need failover redundancy. This
topic is addressed in greater detail in Section 14.2 below.

3.3.3 Disadvantages of Using Pass-through or Directly-attached Disks

There are also a few possible disadvantages to be aware of when using pass-through or
directly attached disks:

e The ability to perform native Hyper-V VHD/VHDX snapshots is lost. However, the
ability to leverage Storage Center Replays of pass-through and directly-attached
storage is unaffected.

e [f using a pass-through disk as a boot volume on a guest VM, the ability to use a
differencing VHD/VHDX virtual hard disk is lost. However, with the ability to leverage
thinly-provisioned Dell Compellent View Volumes based on gold images, the same
result (maximizing SAN space utilization) is possible.

e Using pass-through and directly-attached disks may increase the complexity of the
environment design resulting in increased management overhead.

¢ Inlarge environments with a high number of cluster nodes and guests, it is possible to
exhaust the pool of available LUN numbers on your hosts when using pass-through
disks. This problem is avoided on the host by using directly-attached iSCSI or virtual
FC disks. For more information, please refer to Section 3.4 below.

3.3.4 Special Considerations When Using Dell Compellent Replay Manager

o Replay Manager is unable to backup and restore data on pass-through disks. Use
Storage Center Replays instead.

e |In some cases, it is advantageous to install the Replay Manager 6 agent directly on a
Hyper-V guest VM to be able to take more granular backups of SQL or Exchange data.
However, these data volumes must be presented to the guest VM as directly-attached
iSCSI (Server 2008 R2 and Server 2012) or virtual fiber channel (Server 2012) in order
for Replay Manager to be able to backup and restore these volumes.
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3.4 Manage Available LUNs

When a Dell Compellent volume is assigned to a Windows Server, the volume is assigned a
logical unit number (LUN) by Windows. Windows servers support LUN numbers O through
254 (LUN 255 is not supported). Since the Boot LUN in most cases uses LUN 0, that leaves
LUNs 1 — 254 available for data volumes.

COMPELNT Compellent Vol Multi-Path Disk Device P... -

General | Policies | Yolumes I kP10 | Crrivver | Dretailz I Ewventsz |

"
Device tupe:

b anufacturer;

COMPELMT Compellent Wal bulti-Fath Disk Device

Diigk. drives
[Standard dizk drives)

Location:

[F'u:urt[2,3] Buz 0, Target 1D 2, LUM 10 ]

Device statuz

[Thizs device is warking properly,

Figure 7. Use Disk Manager to View the LUN, Target, and Bus Details for a Volume

The following table compares the logical LUN limit (as defined by Microsoft) to the total
LUNSs supported by Dell Compellent, and how the numbers are calculated:

Table 3. Calculating and Comparing LUN Limits

Windows Server “Logical”
LUN Limit

Dell Compellent LUN Limitations

A Standalone Windows Server

A Windows Server Cluster

254 total LUNs

128 targets per LUN
X___8 busses per HBA

260,096 total LUNs

254 total LUNs
2 targets per LUN
x__1bus per HBA
508 total LUNs

254 total LUNs
1 target per LUN
x__1bus per HBA
254 total LUNs

As Table 3 above shows, despite the very high number of LUNs that is theoretically possible,
the functional limit of the number of LUNs will be only a fraction of that total (based on
performance and capacity variables unique to the hardware and the environment).

As shown in Table 3, Dell Compellent supports up to 508 LUNSs for each standalone
Windows host server (each LUN number can be used twice), and up to 254 LUNs for each
Windows Server Hyper-V cluster (each LUN number can only be used once).
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3.4.1 Manage LUNs on a Hyper-V Cluster

In a clustered Hyper-V environment, each cluster shared volume (CSV) must use a unique
LUN number that is common to all the nodes in the cluster. For example, if a volume named
"CSV_01"is assigned a LUN number of 1 on the 1 node of a Hyper-V cluster, the same LUN
number must be used for that CSV when it is mapped to all the other nodes in the cluster.

'E-, Map ¥Yolume to Server
Server

.. B

.. KP

=1 MG-Virtualization

= Hyper-

) TS-HY-ClusterOt
) TS-HY-Cluster2
) TS-HY-Cluster3
) TS-HY-Cluster04
o[ TS-HY-Cluster0s
) TS-HY-Cluster6
=) TS-HY-Cluster0?
= TEHY-Cluster)? €———
- M TSSRV4T
S TSSRNV4E
) TS-HY-Clusterd
- | TS-Hv-Standslone

[+]- Microsoft

[+ Moell M

[+]- Oracle

Figure 8. Map Storage to a Cluster Object to Ensure Consistent LUN IDs across All Nodes

As shown in Figure 8, when using Dell Compellent Enterprise Manager or Storage Center
Manager to map storage to a Hyper-V cluster object, the process of mapping a new CSV to
the next available free LUN number that is common to all the nodes in the cluster is
managed automatically.

Once the CSV is mapped, the LUN number for the CSV will be the same on all nodes of the
cluster (as viewed from Disk Manager on each node).

3.4.2 LUN Limits for Large Hyper-V Clusters

With large Hyper-V clusters with many nodes, there are two LUN limits to be concerned
with:
e The functional LUN Limit: despite the fact that Dell Compellent allows 254 LUNs per
Hyper-V cluster, the functional limit of the Servers and HBAs may be reached (their
resources may be exhausted) well before the physical limit of 254 LUNs reached.

e The physical LUN Limit: Depending on the Hyper-V cluster design, it is possible to
consume many LUN numbers quickly, exhausting the pool of free LUN numbers.
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It is also important to note that a small number of available free LUNs numbers must be kept

in reserve for an administrator to use for scratch or temporary volumes, and also for SAN

maintenance. SAN maintenance might include operations such as expiring Replays or

running Replay Manager restore jobs which consume available LUNs temporarily to present

View Volumes to the host.

Table 4. Allocation of LUNs on a Hyper-V Cluster

Description Value
Number of Hyper-V server nodes in the cluster (physical servers configured to boot 10
from SAN)
Number of Hyper-V guest VMs on each node in the cluster 12
Total number Hyper-V guests VMs on the cluster (10 nodes x 12 guests on each node) 120
Number of pass-through disks presented to each Hyper-V guest (each disk consumes 5
a LUN number)
LUN numbers consumed (120 guest VMs x 2 pass-through disks per guest) 240
LUNSs kept in reserve pool (unassigned) for SAN operations (such as Replay Manager 14
Restores or other maintenance)
LUN required for each node as a boot volume (LUN O - boot from SAN) 1
Total LUNs used on this Cluster (240 + 14 + 1) 255

In the example shown in Table 4, a 10-node Hyper-V cluster with 120 guests VMs using

pass-through disks has consumed all but 14 of the pool of available 255 LUN numbers. If

additional volumes are needed on these guest VMs, an administrator could present them as
directly-attached disks using iSCSI (Server 2008R2 and 2012) or virtual fiber channel (Server
2012 only). Directly-attached disks consume LUN numbers on the guest VMs only - not on

the Hyper-V nodes themselves.

3.4.3 Avoid the Functional and Physical LUN Limits on Large Hyper Clusters

To avoid reaching the functional or physical limit of LUNs for a Hyper-V cluster, consider

some of the following strategies:
e Use a"many-to-1" guests-to-CSV strategy (using VHD/VHDX files)

e Use direct-attached storage (iSCSI or virtual fiber channel) to present SAN volumes

directly to guest VMs.

e Add additional physical fiber channel HBA or iSCSI cards to the cluster nodes (in

pairs to ensure MPIO) to increase the number of LUNs available to the nodes
(assuming the functional LUN limit has not yet been reached by server OS)

o Create smaller Hyper-V clusters with fewer nodes and fewer guest VMs instead of

larger clusters with more guests.
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3.5 Single or Multiple Guest VMs per Volume or CSV

One of the design considerations with virtual disk storage is how many Hyper-V guest VMs
will exist on a data volume (for a standalone Hyper-V host) or CSV (for clustered Hyper-V
nodes). Options include:

o One-to-one configuration (each volume or CSV will host a single guest VM).

e Many-to-one configuration (each volume or CSV will host two or more guest VMs).

e Mix of one-to-one and many-to-one.

There are some design advantages and disadvantages to each strategy depending on the
environment.

3.5.1 Advantages of Single Guest VM per Volume

e Easier to track disk 1/O patterns per Hyper-V guest VM using the Dell Compellent
Storage Center Manager or Enterprise Manager GUI.

o Ability to quickly restore a guest VM by simply replacing the original volume or CSV
with a View Volume from a Storage Center Replay.

e If SAN volumes are being replicated to a 2" location, an administrator has very
granular control over which guest VMs get replicated as replication is controlled at
the volume (not the guest) level.

¢ A View Volume (of a Storage Center Replay) can be used as a gold image template to
deploy multiple copies of the guest VM to conserve SAN space, or to spin up copies
of the guest in an isolated environment for testing or development.

e Inserver 2008 R2 Hyper-V environments, it is often quicker and easier to manually
move a guest VM from one host or cluster to another by moving the volume or CSV
rather than copying large VHD files over the network.

3.5.2 Disadvantages of Single Guest VM per Volume or CSV

e More SAN volumes to create and administer.

e Scalability limitations due to the physical and functional limits for the maximum
number of LUNs supported on a Hyper-V host or cluster as shown in Table 3.

o Need to create a new volume very time a new guest VM is provisioned.

3.5.3 Advantages of Multiple Guest VMs per Volume or CSV

e Fewer SAN volumes or CSVs to create and administer.

e FEasier to provision additional guest VMs due to not having to create new volumes or
CSVs each time.

e Avoid the physical and functional LUN number limits for Hyper-V hosts and clusters.

3.5.4 Disadvantages of Multiple Guest VMs per Volume or CSV

e Since replication is done at the volume or CSV level, even if only one guest VM on the
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3.6

volume or CSV requires replication to a 2" location, they all get replicated.

o To work around this, designate a separate volume or CSV as a replication
volume and only put guest VMs on it that need to be replicated.

More difficult to manually recover a single guest VM from Storage Center Replay
because of having to manually copy one or more VHD/VHDX files back to original
location(s). However, The Hyper-V Extension provided with Replay Manager 6 can be
used to backup and restore individual Hyper-V guests on a CSV.

Each time a Replay Manager 6 backup is taken of any Hyper-V guest on a volume, the
restore point creates a Replay of the entire volume. This will consume additional SAN
space due to extra Replays being created of the entire volume any time any individual
guest VM on that volume is backed up.

o Configure a Replay Manager backup job to back up all the guests on the
Volume or CSV as a group to reduce the number or Replays being created of
the volume or CSV they share.

Need to rely on host-based monitoring of the guest VM to get I/O statistics for a
single VM.

SCVMM SAN transfer is not available.

Live Migration will not work when multiple guest VMs exist on a single volume unless
the volume is configured as a CSV.

Mount Points

Volume mount points are specialized NTFS file system objects which are used to mount and
provide an entry point to other volumes without consuming a drive letter. Mount points are
created in an empty directory on an NTFS volume.

Mount points are advantageous on Hyper-V hosts because they allow administrators to avoid
the 26 drive letter limitation (A — Z) which is an inherent limitation with Windows Server
operating systems.

Asgsign Drive Letter or Path

MNew Simple Volume Wizard -

For easier access, you cah assign & drive letter or drive path to wour partition,

() tagsigh the following drive letter: F

(®) Mount in the following empty NTFS folder:

|| | | Browse...

() Do not assign a drive letter or drive path |

Figure 9. Mount Points Must Use an Empty NTFS folder
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The mounted volume itself is not limited to the NTFS file system. Mounted volumes can be
formatted with any file system supported by Microsoft Windows, including the new ReFS file
system provided with Server 2012.

3.6.1 CSV Mount Points

Cluster shared volumes (CSVs) are presented as mount points by default and do not
consume drive letters as they are in an offline/reserved state on the nodes (they are managed
by Failover Cluster Manager).

When CSV mount points are created, they are named sequentially as Volumel, Volume?2, etc.
under the default path (C:\ClusterStorage\) on each node.

3.6.2 Renaming CSV Mount Points with Server 2012

With Server 2008 R2 Hyper-V, CSV mount points can't be renamed. However, with Server
2012, the default CSV mount point names can now be renamed as shown in Figure 10.
Renaming CSV mount points may be desirable for ease of management reasons.

= Libr
478 Computer
A gmsy serverZ0T20C_Boot (C:)
| BGInfo
4 ) ClusterStorage
b e MG-Guest 7001
. Renamed CSV
D@_g} MG-Guest7002| 0 nt Points
P2 MG-Guest7003 (Server 2012
b 3 MG-Guest7OM onty)

Figure 10. Server 2012 Hyper-V CSV Mount Points Can Be Renamed

Note: rename CSV mount points (Server 2012 Hyper-V) before creating guests on them.

3.7 Disable Automount

To prevent the Windows server OS from automatically assigning drive letters to newly
mapped volumes, disabling the automount feature is recommended. Having automount
disabled is also beneficial when recovering a volume using a Storage Center Replay.
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Microsoft DiskPart version 6.2.9208

Copyright (C> 1999-2812 Microszoft Corporation.
On computer: TESSRU283

DISHPHRT)

Automatic mounting of new volumes enahled. h
DISKPART 3| automount disable

Automatic mounting of new volumes disabled. b
DISKPART> _

CAWindows\system32\diskpart.exe \;li-

m | >

Figure 11: Disable Automount

To disable automount;

1)
2)
3)

3.8

Open a command prompt window.

Type Diskpart and press Enter.

Type automount and press Enter to verify the current state of automount. In this
example, automount is enabled.

Type automount disable and press Enter.

Verify that the command completes successfully.

Type exit and press Enter to close out of Diskpart.

Cluster Shared Volumes (CSVs)

Cluster Shared Volumes (CSVs) were introduced with Server 2008 R2 and continue to be a
core component of Hyper-V clustering with Server 2012. CSVs provide many benefits in a
Hyper-V environment.

CSVs allow many different Hyper-V guest VMs on many different cluster nodes to all
read and write to their respective VHD/VHDX files at the same time, regardless of
which node currently “owns” the CSV volume.

CSVs also allow Hyper-V guest VMs to live-migrate or fail over independently to any
other node in the cluster without impacting any other guest VMs that might be
sharing that same CSV volume.
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Figure 12. Hyper-V Guest VMs Configured to Use Cluster Shared Volumes (CSVs)

In the example shown in Figure 12, two CSVs (one for boot VHDs and another for data VHDs)
are presented to two clustered Hyper-V nodes (Host-01 and Host-02). The two Hyper-V
guests 01 and 02 each have a boot VHD or VHDX on CSV-01 and a data VHD or VHDX on
CSv-02.

With this configuration, the boot VHDs/VHDXs on CSV-01 and the data VHDs/VHDXs on
CSV-02 can be accessed concurrently by the two guest VMs even though the guest VMs are
on two different nodes. The advantage of this configuration is either Guest-01 or Guest-02
can be live-migrated to the other node in the cluster without affecting the other guest VM,
independently of which node has LUN ownership.

Note: For Hyper-V to function properly, the operating system of each node in the cluster
must be configured to boot to the same drive letter. Normally, the boot drive will always be
the C:\ drive on each server node. Additionally, The NTFS file system is required for all

volumes enabled as Cluster Shared Volumes.
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Advantages of Using Clustered Shared Volumes in a Failover Cluster

Using CSVs provides the following benefits in a failover cluster:

3.8.2

Fewer LUNSs are required for Hyper-V guests. Instead of having to manage one LUN
per guest, many guests can share a single large LUN.

Better SAN utilization.

A guest VM can fail over to another node without requiring the other guests sharing
the same CSV to also fail over.

It is easier to manage the paths to VHD/VHDX files because they all reside under
mount points under C:\CusterStorage which are accessible by each cluster node.
Cluster Validation for failover clusters runs quicker with fewer LUNSs.

There are no special hardware requirements (although CSVs must be formatted as
NTFS volumes).

Greater resiliency if there are SAN or network issues because the Cluster can redirect

the CSV communication paths through parts of the SAN or network that may still be
intact.

CSV Enhancements with Server 2012

On Server 2008 R2, the Cluster Shared Volumes feature is only supported for use with

Hyper-V. For Server 2012, CSV support has been extended beyond Hyper-V to
include File Server, Storage Spaces and SMB 3.0.

Support for ODX (offloaded data transfer).

Better performance due to block-level (instead of file-level) redirection of |1O.

CSV's no longer have a dependency on Active Directory for authentication between
cluster nodes.
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4 Multipath I/0

The Windows Server operation system (2008 and newer) natively supports Multipath 1/0O
(MPIO) by way of a Device Specific Module (DSM). MPIO is setup as a feature in the OS and
must be enabled to work with the specific volumes that have multiple paths to the SAN. The
process is very straightforward and simple to implement. The following procedures
demonstrate how to install the feature, enable MPIO on Dell Compellent SAN volumes, and
change the load balancing policy for specific volumes.

4.1 Install Windows Server Multipath I/O (MPIO)

The main purpose of Multipath I/O with Hyper-V (or any server for that matter) is to provide
redundant paths for a server to access storage. With multipath, if one path goes down,
another path is able to provide connectivity to prevent a service outage. MPIO also allows
for load-balancing so that the I/O is spread across the available paths.

The process to install and configure Multipath MPIO is similar on a new install of either
Window Server 2008 Hyper-V or Server 2012 Hyper-V. ltis installed as an optional windows
feature.

4.1.1 Install MPIO on a Windows 2008 or 2012 Server (with a GUI)

To set up MPIO on a Windows Server that has the GUI installed (not a core install), complete
the following steps.
1) Enable a single path from Dell Compellent storage to an HBA on the server.
2) Stage the server OS using a single path to the storage.
3) Once the server OS has been installed, launch Server Manager.
4) Under Add Features, click the checkbox next to Multipath I/O as shown in Figure 13.
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Add Features Wizard
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[ Quality Windows Audio Video Experience
I:‘ Remote Assistance
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More about features

< Previous | Next > I Install Cancel

Figure 13. Install Multipath 1/O (MPIO)

5) Allow the installation to complete.

6) Power down the server and using the BIOS settings for your HBA adapter, enable a
second path to your Dell Compellent storage, and complete any required fabric or
zoning changes.

7) Power up the server and log on as an administrator.

MPIO Properties B
|MPIO Devices [Discover Multi-Paths [|Dsm nstall | Configuration Snapshot |

~SPC-3 compliant

Device Hardware Id |

I | Add support For i5E5T devices
Add

- Others

More information on discovery of multipathed devices

[8]4 I Cancel |

Figure 14. MPIO Devices — Discover Multi-Paths Tab

8) Under Administrative Tools, launch MPIO (or run mpiocpl.exe from a command
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prompt).

9) Click on the Discover Multi-Paths Tab.

10) Click on the COMPELNTCompellent Vol line in the Others box, then click on the Add
button.

Note: If COMPELNTCompellent Vol is not listed under the Discover Multi-Paths tab,
make sure that at least two paths are enabled for the server to access the SAN storage. If
the server can only see one path, COMPELNTCompellent Vol will not be listed.

11) After clicking on the Add button, the server will prompt for a reboot. Reboot the
server.

12) Once the server has rebooted, under Administrative Tools, launch MPIO (or run
mpiocpl.exe from a command prompt).

MPIO Properties E2 |

| Discover Multi-Paths I DSM Install I

To add support for & new device, dick Add and enter the Vendor and
Product Ids as a string of 8 characters followed by 16 characters. Multiple
Devices can be spedified using semi-colon as the delimiter.

To remove support for currently MPIO'd devices, select the devices and
then dick Remove.

Devices:

Device Hardware Id I

COMPELNTCompellent Vol €@

Vender 8Product 16

Add | Remave |

Ok I Cancel | Apply |

Figure 15. MPIO Properties Screen Displays MPIO Devices

13) Verify that COMPELNTCompellent Vol is listed under the MPIO tab as shown in
Figure 15.

4.1.2 Install MPIO on a Server 2008 Core Installation

To install MPIO for a Server 2008 core installation, run this command from a command
prompt:

ocsetup MultipathIo /norestart

Next, run:
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mpclaim -r -1 -a %~

Usage: mpclaim <reboot_option> <install_switch> <device_switch> <device_hwid(s)>
e <reboot_option> - whether or not to auto reboot.
o -rautomatically reboot without prompting.
o -nsuppress reboot request.
e <install_switch> - whether to add or remove MPIO support.
o -iinstall MPIO optional component and add multipath support for device.
o -uremove multipath support for device and uninstall MPIO.
e <device_switch> - whether to apply above options to all devices or passed-in devices
o -d following parameters indicate hardware ids of devices
o -awork on all applicable devices
o -cwork on only all SPC3-compliant devices (meaningful only in the context of
install. If used with "-u’, it is treated as "-a’)
e <"device_hwid"> - hardware IDs of devices to be MPIO-ed, as strings of
vendor8productl6, delimited by a space (Note: Use empty string with "-a’ option)

The command syntax as shown above will install the Microsoft MPIO optional component on

server 2008 core installations and then set the Microsoft MPIO DSM (MSDSM) to claim all
unclaimed Microsoft MPIO devices in the system.

MPIOCPL.exe is included in Server Core and can be launched from a command line to bring
up the GUI to configure MPIO devices:

c:\>MPIOCPL.EXE

Cnmmand Prompt - mpiocplexe |MPID Properties I

MPIO-ed Devices | Discower Multi-Paths | DSM Instal |

. Tao add support Far a new device, click dd and enter the Wendor and
C= \>mpiocpl._exe Product Ids as a skring of & charackers followed by 16 charackers, Multiple
Devices can be specified using semi-colon as the delimiter,

Ta remave suppart Far currently MPIO'd devices, select the devices and
then dlick Remove,

Devices:

Device Hardware Id
COMPELNTCarnpellent Yol
Vendor 8Product 16

Add | Remove I

(o4 I Cancel | Apply I

Figure 16. MPIOCPL Configuration Screen
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4.1.3 Install MPIO on a 2012 Server Core Installation

To install the MPIO feature on a Windows 2102 Server with a core OS install (no GUI)
complete the following steps:

1) Enable a single path from Dell Compellent storage to an HBA on the server.

2) Stage the server OS using a single path to the storage.

3) Using a command window or PowerShell, configure the server's name, domain, IP,
DNS, firewall, and other basic settings as desired.

4) Because a Windows 2012 Server with a core OS install does not have a GUI, it is not
possible to run Server Manager from the server’'s console. However, is it very easy to
do so remotely from another Windows 2012 Server that has a GUI.

5) Launch Server Manager from another Windows 2012 Server that has a GUI.

— = Add Servers
I22 Dashboard
i Local Server
= Active Directory DNS Import | Selected
BE All Servers
= = Computer
Add Servers -‘ Location: | Bl techsol » '\§,'| P

E Hyper-V QOperating S}rstem:| Windows Server 2012 Windows 8 | = |

Name (CN): [Tssrva12C |

MName Operating System

»

Figure 17. Add a Remote Server to Server Manager

6) Right click on All Servers and select Add Servers to launch the Add Servers dialog
window. Complete the steps to find and select the desired Windows 2012 core server
for remote management.
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i

I8 Dashboard . All servers | & total
i Local Server : = _
Filter o {_53. - {@. -
WE File and St... b Server Mame  IPvé Address Manag

Ea= SERVERS

Hyper-¥
m i Add Roles and Features i

TSSRV2T Restart Server

TS5RV205

Computer Managemeant
TSSRV204

Remate Desktop Connection
TSSRV203

Windows PowerShell

T5-HVClusterD& Configure NIC Teaming

Configure Windows Automatic Feedback

Manage As ...
EVENTS Start Performance Counters
All events | 14 tot Remove Server
: Refresh
ilter —

Figure 18. Centrally Manage Roles and Features Using Server Manager

7) Once the core server has been added to Server Manager, right click on it and select
Add Roles and Features as shown in Figure 18 to launch the wizard.

8) Under Add Features, click the checkbox next to Multipath I/O as shown in Figure 19.

Add Roles and Features Wizard == -

DESTIMATION SERVER

Select features TSSRV212C techsollocal

Before You Begin Select one or more features to install on the selected server.

Installation Typs Features Description
Server Selection L1 LFR FOIL o s Multipath 1/0, along with the
Server Roles [] Management OData IIS Extension Microsaft DE\!_'iCE Specific Medule
Features [ Media Foundation (DSM) or a third-party DSM,

provides support for using multiple
b [ Message Queuing data paths to a storage device on

_u—? Windows.
[] Metwork Load Balancing
[] Peer Name Resolution Protocal
[ Quality Windows Audio Video Experience
[] RAS Connection Manager Administration Kit (CMZ

[] Remote Assistance

Confirmation

[[] Remote Differential Compression
I [] Remote Server Administration Tools

[ RPC aver HTTE Proxy

[[] Simple TCP/IP Services

[] SMTP Server v
< [ [ >

Figure 19. Install Multipath I/O (MPIO) (Windows 2012 with Core OS Install)
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9) Allow the installation to complete.
10) Power down the server and using the BIOS settings for your HBA adapter, enable a
second path to your Dell Compellent storage, and complete any required fabric or
zoning changes.

i& Dashboard

B Local Server

ii All Servers

¥§ Fileand Storage Services I
iz Hyper-V

Ba= SERVERS

. All servers | 6 total

Filter

=
Server Name

IPv4 Address

T55RV212C

TS5RVIT
TS3RV205

Add Roles and Features

Restart Server

Computer Management

TS5RV204 |

Remote Desktop Con nectionl

TS3RV203
T5-HV Clusterd)

EVENTS
All events | 0 tof

Eilter

Windows PowerShell

Configure NIC Teaming

Configure Windows Automatic Feedback
Manage As ...

Remaove Server

Refresh

Copy

Figure 20. Remote Desktop Connection to a Core Server from Server Manager

11) Power up the core server and use Remote Desktop Connection from Server Manager
to access the core server.
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C:~>mpiocpl.exe
(RN

Administrator: CA\Windows\system32\c

MPIO Properties .

MPIO Devices || Discover Multi-Paths || DsM Install | Configuration Snapshot

SPC-3 compliant

Device Hardware Id

Device Hardware Id

More information on discovery of multipathed devices

Figure 21. MPIO Devices — Discover Multi-Paths Tab

12) At the command prompt on the core server type mpiocpl.exe to launch the MPIO

Properties window.
13) Click on the Discover Multi-Paths Tab.
14) Click on the COMPELNTCompellent Vol line in the Others box, then click on the Add

button.

Note: If COMPELNTCompellent Vol is not listed under the Discovered Multi-Paths tab,

make sure that at least two paths are enabled for the 2012 core server to access the SAN

storage. If the 2012 core server can only see one path, COMPELNTCompellent Vol will

not be listed.

15) After clicking on the Add button, the server will prompt for a reboot. Reboot the

Server.

16) Once the server has rebooted, use Remote Desktop from Server Manager to connect
to the 2012 core server.

17) At the command prompt, run mpiocpl.exe to launch the MPIO Properties window.
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MPIO Properties .

MPIO Devices |Disc0\rer MultiPaths I D5M Install | Configuration Snapshot |

To add support for a new device, dick Add and enter the Vendor and
Product Ids as a string of 8 characters followed by 16 characters. Multiple
Devices can be spedified using semi-colon as the delimiter.

To remove support for currently MPIO'd devices, select the devices and
then dick Remove.

Devices:

Device Hardware Id

COMPELNTCompellent Vol

Vendor 8Product 16

Add | | Remove

More about adding and removing MPIO support

| CK || Cancel |

Figure 22. MPIO Properties Screen Displays MPIO Devices

18) Verify that COMPELNTCompellent Vol is now listed under the MPIO Devices tab as
shown in Figure 22. The default load-balancing policy is set to round robin.

4.2 Configure MPIO Load Balancing Policy

By default the MPIO load balancing policy for Windows 2008 R2 and Server 2012 is set to
Round Robin. For Windows 2008 (prior to R2) the default is set to Fail Over Only. The load
balancing policy is set for (and can be changed for) each individual volume connected to the
Dell Compellent SAN (for which multiple paths exist).

Note: For Windows Server 2008 (prior to R2) the Microsoft MPIO load balancing policy can
only be configured in Windows 2008 full installations. Windows 2008 Server Core
installations (prior to R2) cannot be changed from the default MPIO policy of Fail Over Only.

The load balancing policy can be changed per volume to one of the following five options:
e Fail Over Only: employs one active/optimized path and all other paths are
active/unoptimized, standby, or unavailable. The non-active/unoptimized paths will
be tried round-robin upon failure of the active/optimized path until an available path

is found.
e Round Robin: attempts to evenly distribute incoming requests to all processing paths.
e Round Robin with subset: This load balancing policy is not supported by Dell
Compellent.
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e Least Queue Depth: compensates for uneven loads by distributing 1/O
proportionately across paths.

o Weighted Paths: allows the administrator to specify the relative processing load of
each path. A higher number indicates a lower priority path.

4.2.1 Change the Load Balancing Policy on a Volume

This must be completed for each volume that is added to the system if a different policy than
the default is desired.
1) Access the Computer Management console.
a. For Server 2008, click on Start-> Administrative Tools=>Computer
Management.
b. For Server 2012, launch Server Manager from the task bar, and then click on
Tools>Computer Manager.
Note: For Core installs of Server 2008 R2 and Server 2012, please see Section 4.2.2 to
configure load balancing via the command line or PowerShell.

A Computer Management
File  Action  View Help

GG IE RS

A Camputer Management (Local) || Volurne | Layaut | Type | File Systern | Status
P '[[’é Systerm Tools w System Reserved Simple Basic MNTFS Health
I- IZ:_'-:ZI Task Scheduler o Serverd02-DC_ WL _Boot (C) Simple  Basic MTFS Health
[ @ Event Wiewer o MG-GuestB004 Simple Basic CSWFS Health
I ,};‘_ Shared Folders w hG-GuestB003 Simple  Basic  CSWFS Health
I k Local Users and Groups o hG-GuestB002 Simple Basic CSWFS Health
b ,:%-3?:, Perfarmance o MAG-GuestB001 Simple  Basic  C3WFS Health
i Dewice Manager ¢ =
4 &5 Srorage ; I R
I E.f; Windows Sercer Backup ;;"JDISk U
r R asic System Reserved Server2012-DC_VL_B
) =1 Disk Management 125.00 GE s am e B,
[ T Services and Applications Online Mew Spanned Wolurme.. ut, Page Fi

Mew Striped Wolume..,

Mews Mirrored Wolume...
“@Disk 1 |
Mews RAID-5 Volume..,

Basic
1023 MB -
Reserved @ Convert to Dynarnic Disk...
Help Convert to GPT Disk
Offline
poak2 ; —
200,00 GE o~
Reserved JP ]

Figure 23. Disk Management Disk Properties

2) Navigate to the desired volume under Storage-> Disk Management.
3) Right click on the desired volume and choose Properties.
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COMPELNT Compellent Vol Multi-Path Disk Device P... -

| General I Paolicies I Volumes| MFID | Drriver I Detailz I Events |

Select the MPIO policy: | Round Raobin hd |
Fail Ower Onl

Description

The round rol_:in policy atte Found Fobin With Subset
to all processing paths Least Queue Depth
Weighted Paths
Least Blocks
DSk Mame:  |Microzoft D5M | | Details
Thiz device has the following paths:
Fath Id Path State weight
FrO20002 Active/0ptimized
FEO30003 Active/0ptimized
< mn >

To edit the path settings for the MPID policy, select a -
path and click Edit

To apply the path zettings and selected MPID policy,

click Apply. Apply
More information sbout P10 policies
| 0K | | Cancel |

Figure 24. Select MPIO Options for a Volume

4) On the Properties screen, select the MPIO tab.

5) From the drop down list, select the desired MPIO policy for the environment being
configured, and then click on OK.

6) Repeat steps 3 — 5 for each additional volume that is configured to use MPIO.

7) As atime saver, if a large number of volumes on a server need to have their load
balance policy changed to the same settings, or if a different default policy for new
volumes is desired, use MPClaim from the command prompt (see Section 4.2.2).

Note: If a system-wide policy has not been set by using MPClaim, new volumes added to a
server will automatically use the Windows OS default MPIO setting (e.g. Round Robin for
Server 2008 R2 and Server 2012). To change the default policy to something else, use
MPClaim (see Section 4.2.2) to change the Windows OS default. Any new volumes added to
the server will then use the specified policy.

4.2.2 Change the Load Balancing Policy on Volumes by Using MPCLAIM

MPClaim.exe can be used from a command prompt to change the load balancing policy for:
e Windows 2008 Full (but not Core) installations
e Windows 2008 R2 Full and Core installations
e Server 2012 Full and Core Installations.

Note: While MPClaim is supported with Server 2012, Microsoft recommends using the
PowerShell Cmdlets included with Windows 2012 to change load balancing policies.
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G

C:srmpclaim —s —m
Failed to open handle in gquery for MSDSM-wide policy info. Error 5

Failed to guery the MEDEM-wide policy settings.
Access is denied.

Command Prompt

Figure 25. Run Command Prompt with Administrator Rights to Avoid Access Denied Errors

1)

4.2.3

Open a command prompt window with full administrator rights. If the error displayed
in Figure 25 is experienced, close the command prompt window, and re-launch it by
right-clicking on the command prompt icon and choosing Run as Administrator.

To show the current target-wide load balance policy, type the following:

mpclaim -s -t

To show the current default MSDSM-wide load balance policy, type:

mpclaim -s -m

As an example, to set the default MSDSM-wide load balance policy of all LUNs
controlled by the Microsoft DSM to Least Queue Depth type:

mpclaim -1 -m 4

For more information on MPClaim.exe options and switches, type mpclaim.exe /?
from the command prompt.

Configuring Server 2012 MPIO Settings with PowerShell

New to Server 2012 is the ability to enable or disable MPIO, or change MPIO settings by using
the PowerShell Cmdlets included with the Server 2012 OS.
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== . SERVERS
IE Dashboard ll All servers | 6 total

B Local Server

= - Filter P ()] @)
BE All Servers

B§ Fileand 5t.. b Server Mame 1Pvd Address o
B ryperv TSSRV212C 1602541165172 162132 pen
TSSRV211 Add Roles and Features
TSSRY205 Restart Server
TSSRY204 Computer Management
TSSRV202 Remaote Desktop Connection

Windows PowerShell
TS-HVCluster|

Configure NIC Teaming

Configure Windows Automatic Feedback

Manage As ...
EVENTS Start Performance Counters
All events | 57
Remove Server
— Refresh
Filter
Copy

Figure 26. Use Server Manager to Launch PowerShell for a Remote 2012 Server Core

1) Launch a PowerShell command window with elevated (administrator) privileges.

e If managing a 2012 Server remotely using Server Manager, right click on the server

to be managed and select Windows PowerShell as shown in Figure 26.
e Remote PowerShell access to a server works for either Full or Core installs of
Server 2012.
2) To verify that the MPIO feature is installed, type:

Get-WindowsOptionalFeature -Online -FeatureName MultipathIO

3) To enable MPIO, type:

Enable-WindowsOptionalFeature -Online —-FeatureName MultipathIO

X Select Administrator: Windows PowerShell
[TSsrv212C. techsal.local]: PS C:%» Get-Command -Module MPIO

CommandType Mame Modulelame
Function Clear-M3DsMSupportedds MPIO
Function Disable-MSDEMALTomaticClaim MPIO
Function Enable-MSDsMALtomaticClaim MPIO
Function Get-MPIOfvailableHw MPIO
Functiaon Get-MPIOSetting MPIO
Functian Get-MSDSMAutomaticClaimsettings MPIO
Function Get-MsDsMGlobalbefaultloadBal ancePolicy MPIO
Function Get-MSDSMSupportedH MPIO
Function New-MsDSMSupportedH MPIO
Function Remve—MSDsmsuppDr‘tede MPIO
Function Set-MPIOSetting MPIO
Functian Set-MSDsMGlabhalbefaultloadBal ancePalicy MPTO
Functian Update-MPIOCT aimedHW MPIO
[TssRwzizC.techsol.locall: PS Cihve

Figure 27. Server 2012 MPIO PowerShell Commands

4) To list the commands available for the MPIO module, type:

Get-Command -Module MPIO
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For more information on using PowerShell to set MPIO setting with Server 2012, please refer
to the following documentation (also listed in the References section):

Microsoft Multipath I/O (MPIO) Users Guide for Windows Server 2012
http://www.microsoft.com/en-us/download/details.aspx?id=30450

4.3 iSCSI Software Initiator MPIO Configuration

4.3.1 iSCSI Overview
Server 2008 R2 and 2012 Hyper-V hosts and guest VMs support MPIO with the iSCSI

software initiator. iSCSI initiator software is provided natively by the Windows Server OS.

The iSCSI "quick connect” feature works well for single iSCSI path connectivity. Configuring
iSCSI to use MPIO requires a few more steps, but is still easy to configure.

iSCSI Virtual Domain 100 |
(IP=10.10.95.1)
_
=
1
1 5 fl] 1GB/10GB
1 - )
Controller 1 H : E iSCSI Switch 1
-
r 1 : : Hyper-V Host or Guest Server
e
Dell Compellent : ! iSCSINIC1 (10.10.95.101)
—
Storage Center 11 iSCSINIC2 (10.10.128.101)
1 I_I
: : 1
" | Gl N\
Controller 2 1 : 1GB/10GB
1
el iSCSI Switch 2
: = D
-
~1
— I—
iSCSI Virtual Domain 200
(IP=10.10.128.1) |

Figure 28. iSCSI Virtual Ports and Domains

Figure 28 represents a dual-controller Dell Compellent Storage Center that is configured
with virtual front-end ports with 2 fault domains. Two physical iSCSI ports (one from each
controller) are grouped logically as a virtual domain that is assigned a virtual iSCSI IP address.
Each virtual domain’s physical ports are connected to two separate iSCSI switches to ensure
full path redundancy to the dual iSCSI NICs on the host and guest VMs.

4.3.2 Configure a Server 2008 R2/2012 Hyper-V Host for iSCSI MPIO

Environment overview (refer to Figure 28):
o Windows Server 2008 R2 Hyper-V or Server 2012 Hyper-V server host.

e Two dedicated NIC ports (one for each fault domain) on the host server for iSCSI
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communications.

e A Dell Compellent Storage Center with dual controllers configured with virtual front-
end iSCSI ports and two virtual fault domains.

e The MPIO feature is installed on the server host.

1) Configure two physical NIC ports on your Hyper-V host to use iSCSI.

a. Configure one NIC (along with any necessary cabling and switching
configurations) to access one virtual iSCSI domain, and configure the 2™ NIC
to access the other virtual iSCSI domain.

b. In this example as show in Figure 28, the host server’'s NICs are assigned with
IPs of 10.10.95.101 (for fault domain 100), and 10.10.128.101 (for fault domain
200).

c. Once configured, the Hyper-V host should be able to ping both of the virtual
iSCSI IP addresses associated with the two fault domains on the Dell
Compellent Storage center, in this example, 10.10.95.1 (fault domain 100) and
10.10.128.1 (fault domain 200).

2) Logon to the Windows 2008 R2 or 2012 Hyper-V host server and launch the iSCSI
Initiator software.

Microsoft iSCSI £

The Microsoft iSCSl service is not running, The service is required to be started for
ISC S to function correctly, To start the service now and have the service start
automatically each tirme the cornputer restarts, click the Yes button,

Figure 29. Start the Microsoft iSCSI Service Prompt

a. For Server 2008, go to Start->Administrative Tools—>iSCSI Initiator.
b. For Server 2012, start Server Manager, and from the Dashboard, click on
Tools—2>iSCSI Initiator from the drop-down list.

Note: If receiving a prompt to start the iSCSI service (for either Server 2008 R2 or Server
2012), click on Yes.

3) Select the Discovery tab then click the Discovery Portal button.
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Discover Target Portal -

Enter the IP address or DMS name and port number of the partal vou
want to add.

To change the default settings of the discovery of the target portal, click
the Advanced button.

IP address or DMS name: Port: (Default is 3260.)

|1o.1n.95.1| <— | |3260 |
& ] [ ]

Figure 30. Enter iSCSI Target IP

Enter the IP address of the first iSCSI target IP, in this example, the virtual iSCSI IP
addressed associated with the first virtual fault domain on the Dell Compellent
Storage Center (see Figure 28), and then click on the Advanced Button.

Advanced Settings _

4)

General | IPsec

Zonneck using

|Microsoft i5C3T Initiakar

Local adapter:

Initiatar IP; |1D.10.95.1Dl

Target portal IP:

Figure 31. Advanced Settings for iSCSI Initiator

From the Local adapter drop-down list, select Microsoft iSCSI Initiator.
From the Initiator IP drop-down list, select the local IP address of the Hyper-V host
server's NIC that is to be associated with the first fault domain (fault domain 100)

5)
6)

which in this example is 10.10.95.101.

ISCSI Initiator Properties .

Targets | Discovery |Fav0rite Targets I Yolumes and Devices I RADILS | Configuration |

Target portals

The system will look For Targets on Following portals:

Address Port Adapter IP address
[ 10,10.95.1 3260 Micrasoft iSCST Inikiatar 10,10,95,101 ]

To add a target portal, click Discover Portal, Discover Portal, ..
Toremave a target portal, seleck the address above and

then click Remowve.,

Figure 32. Target Portal for First Fault Domain is Now Listed
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7) Click OK, and then OK again to return to the iSCSI Initiator properties window.
8) Verify that the target IP address and adapter IP address now show in the Target
Portals window as shown in Figure 32.

9) Repeat steps 3 — 8 above to add the 2™ target IP for the 2" virtual fault domain and

the Hyper-V host's 2" iSCSI NIC (in this example, 10.10.128.1 and 10.10.128.101)

iISCSI Initiator Properties -

Targets | Discovery |Fav0rite Targets I Wolumes and Devices I RADIUS I Configuration |

Target portals

The system will look For Targets on following portals:

Address Port Adapher IP address
10.10.95.1 3260 Microsoft iSCS1 Inikiatar 10,10,95.101
10.10.128.1 3260 Micrasaft 1551 Inikiatar 10.10.125.101
To add a target portal, click Discover Portal, Discower Portal..,

To remove a target portal, select the address above and
then dlick Remowe,

Figure 33. Both Sets of Target and Initiator IPs Are Now Listed

10) When completed, both pairs of iSCSI initiators and targets should be listed as shown
in Figure 33.
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Targets |Disc0very I Favorite Targets I Yolumes and Devices I RADIUS I Configuration ‘

iSCSI Initiator Properties =

Guick Connect

To discover and log on to a karget using a basic connection, type the IP address or
DNS name of the target and then click Quick Connect,

Target: | Cuick Connect. ..
Discovered targets

Mame Status

iqn. 2002-03. com. campellent: 500043 100002b90d Inactive e

iqn. 2002-03, com, campellent: 500043 100002b90e Inactive

iqn. 2002-03. com. campellent: 500043 1000026917 Inactive

iqn. 2002-03, com, campellent: 500043 1000020915 Inactive

Ta connect using advanced options, select a target and then
click Connect,

Tq

Fd Target name:
=

[1an2002-03.com compelent 500043100002050d |
Fd
thi [Add this connection ka the list of Favarite Targets.]

This will make the systern automatically attempt to restore the
connection every time this computer restarts,

Mof [ Enable mult-path

h Connect To Target -

Figure 34. Activate Targets and Enable Multipath
11) Select the Targets Tab. This should be populated with the discovered iSCSI target

ports on the Dell Compellent Storage Center.

12) Highlight the first target by clicking on it, and then click on the Connect button.

13) On the Connect To Target screen, verify that both Add this connection to the list of

Favorite Targets and Enable multi-path are checked.

14) Click on the Advanced button.

Advanced Settings

[ > |

Connect using

Local adapter: |Microsoft iSCSI Initiakor ] |
Initiator IF: |ID.ID.95.IDI vl
Target partal IP: [10.10.95.1 3260 v]
CRZ | Checksum

[JData digest [ Header digest

Figure 35. Advanced Settings for iSCSI Target Connections

15) Set Local adapter to Microsoft iSCSI Initiator.
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16) Select the Target portal IP from the dropdown list.

17

)

) Select the Initiator IP from the dropdown list.

18) Then click OK, and then OK again to return to the iSCSI Initiator properties window.
)

19) Repeat steps 12 - 18 above for each additional target listed.

iSCSI Initiator Properties

Targets | Discovery I Favorite Targets I Volumes and Devices I RADIUS I Configuration |

Quick Connect

Target:

Discovered targets

To discover and log on to a target using a basic cannection, tvpe the IP address or
DNS name of the target and then click Quick Connect,

Quick Cannect. ..

Name

iqn.2002-03. com. compellent : 5000431 000025904
iqn.2002-03, com. compellent: 5000431 00002690
iqn.2002-03, com. compellent: 5000d31000026917
iqn.2002-03, com. compellent: 5000431 000020915

Status
Connected
Connecked

Connected
Connected

Figure 36. Targets Now Show as Connected

20) When finished, all the targets should show as connected as shown in Figure 36.
21) Click on OK to exit the iSCSI Initiator Properties window.

4.3.3 Configure the Dell Compellent Storage Center

1) Log in to the Dell Compellent Storage Center Manager GUI.
2) Expand the Servers tree and select (or create) the desired server folder for the server

object.

3) Right click on the desired server folder and select Create Server.

Gtreate Server

=p Manually Define HEA

=» Find HEA | | =p Continue |

=] 3
o eack [ ouit [B] Advisor
-

If wau know the Host Bus Adapter(s) for this Server, select them from the list below.

For assistance in finding a specific HBA, select Find HBA.
To manually define an HBA not found in the list below, select Manually Define HBA.

Include |Ty|:|e |Server Port |Port Information |Connected Controller Ports

I p FC 21000024FF27506E0 Port Id: ES3F00, Mode Mame: 20... S000031000026926, S000031000026216, 500003, ..

I p FC 21010016322 7FEES Port Id: E30000, Mode Mame: 20,,, S000031000026920, S000031000026922, 500003, ..

I P FC 21010016322 9F 7048 Port Id: E30400, Node Mame: 20.,, 50000310000265920, S50000:31000026914, 500003,

I p FC 2101001632425049 Port: Id: DDOFO0, Mode Mame: 20,,, S00003100002B90C, S000031000026915, 5000D3...

M= i5CSI ign. 1991-05, com. microsoftkestsgl-wm, techsol Jocal 10,10,23,101 Domain 200 Control Port, Domain 100 Control Part, ...

I p i5C31 ign. 1991-05. com. microsoft:kssrv 182 . kechsol local 10.10.36.52 500003100002690E, S000031000026900, 10.10.1...

I p iSCSI ign. 1991-05, com.microsofttssrv 183 bechsol local 10.10,36.83 S00003100002690E, S000031000026900, 10.10.1...

ﬂ 5! igr. 1991-05, com. micl chsal.lo 10,10,95.101 , 10,10, Domain 100 Control Port, Domain 200 Control Port, ...

I p i5C31 ign. 1994-05. com.redhat: a9fc2c463100 10.10.26,102 5000031000026915, S000D31000026900, S00003... —
l (5 .1

Figure 37. SelectiSCSI HBA

4) Select the iSCSI server port associated with the iSCSI IPs assigned to the server, in this
example, 10.10.95.101 and 10.10.128.101 as shown in Figure 37, then click on

Continue.
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5) On the next screen, verify the server folder for the server object, provide a name for
the server object, indicate the operating system (with MPIO), and then click on
Continue and Create Now.

@ Create server M=l E
@ Back 4 Retun [ quit [F7] Advisor

Server tssrv212-i5C35] has heen created.

Last Server: tssni212-iSC5l

p Map this Server ta a Yolume |

“p Map a different Server to a Yolume |
Zp Create Volumne |

Zp Create Server |

P Close |

Figure 38. Create Volume for New Server

6) To create a volume now and add assign it to the server, click on Create Volume. To
create a volume later, click on Close.

@Ereate Yolume [_[O] =]
¢ Back & Retun [ quit [ Advisor

4 Yolumes =
{5 Citrix I—
EE MGE-wirtualization
=[5 Hyper-y
#-{55 T5-HV-Clusternl
5= T5-HY-Cluster0z
[/ T5-Hy-Clusteri3
5= T5-HY-Cluster0d
{3 TS-Hy-Clusterns
59 TS-Hy-Clusterde
[#]-/58 T-Hy-Clustern?
59 TS-Hy-Clusterda
EE T5-Hv-Standalone
: TSSRYZOZ _

: TSSRY30L =
P Create a New Folder

Mame: [sspyziz2-5051_Testvolume
Motes

P Continue |

Figure 39. Create Volume for New Server

7) After clicking on Create Volume, specify the volume size, volume name, volume
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folder location, click on Continue, then on Create Now.

8) On the next screen, select Map this Volume to this Server.

9) Click on the Advanced button to review any advanced settings, then click on Create
Now, and then on Close.

OSE 12 - Compellent System Manager

c Storage Management \_'%\u'iew Refresh -‘,‘ Help

@_j‘ Properties | 4 Map Yolume to Server E} Map Wolurme to Remote Syskem -4/ Remove Mappings From Yolume | @ Expand Yolume | Replay | 3 Create Boot From SAN Copy

SC 1z -

-4 Storage .*; i
5 g Voumes d TSSRV212-iSCS8I_TestVolume

Pl i

-5 MG-Virtualization

E}@ Hyper-Y

{58 T5-Hy-Clusternl
[/ TS-Hy-Cluster02
[/ TS-Hy-Cluster03
{55 T5-Hy-Clustertd

Refresh 57 Set Update Frequency <% Find | =& Map Volume to Server Sf,{ Map Yolume ko Remaote System

a T5-Hy-Clustarls Server Folder Path Mapped Yia LUM LUM Preferred
{58 T5-Hy-Clusker0s
-5 T5-Hy-Clustera?
- {5 T5-HY-Cluskerna
[=-{55 T5-Hy-Standalone ﬂ
-5 T55RYZ02
(59 TSSRYZ0S Mapping Details:
Status |Type |Server Faort: IControIIer Port |LUN
=0 Up iSCSI p ign. 1991-05, com. microsoft:tssrv2 12, techsol local F S000D31000026918 1
= Up iSCSI p ign. 1991-05, com. microsoft:tssrv2 12, techsol local F S000D31000026917 1

----- i§ TssRY212_¥MGuestsOl
&+ T35RY293

Figure 40. View the iSCSI Mappings for the New Volume

10) Highlight the new volume, and click on the Mappings tab. Note that two iSCSI ports
are listed.

4.3.4 Configure MPIO for the iSCSI Volume on the Hyper-V Server

1) Logon to the Hyper-V host server and access Disk Manager
a. For Server 2008, click on Start->Administrative Tools->Server Manager, and
then expand Storage and click on Disk Management.
b. For Server 2012, start Server Manager from the task bar and select Computer
Manager from the Tools drop-down list, then expand Storage and click on
Disk Management.
2) From the Action drop down menu, click on Rescan Disks.
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A Computer Management

File Wiew  Help

= = Refresh

Ay Yolurme | Layout| Type | File System ‘ Status 1
4 [rL' Create WHD o Server2(12-DC_ VL _Boot (C) Simple  Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Pz
I Attach YHD Cw Systern Reserved Simple  Basic NTF: Healthy {Systern, Active, Prirnary Partition)
By
N Al Tasks 4
I Help < m >
I 5 Fefformance l
2 Device Manager Disk 0 I
4 28 Storage Basic System Reserved Server2012-DC_YL Boot (C:)
b s Windows Server Backug| | 123.00 GB 350 MB NTFS 124,65 GB NTFS
=9 Disk Management Online Healthy (Systern, Active, Pri || Healthy (Boat, Page File, Crash Durnp, Prirnary Partition)
I :: Services and Spplications
“@IDisk 1
Unknowr
77.00 GB 77.00 GB
Offline ©i Unallocated

WD (233

Figure 41. User Disk Management to Rescan Disks

3) Verify that the new volume shows up in the list, and then minimize Server Manager or
Computer Management.

4) Launch the iSCSI Initiator software.
a. For Server 2008, go to Start->Administrative Tools2>iSCSI Initiator.

b. For Server 2012, start Server Manager, and from the Dashboard, click on
Tools—2>iSCSI Initiator from the drop-down list.

ISCSI Initiator Properties .

| Targets | Discovery | Favarite Targets|| ¥olumes and Devices ]| RADIUS I Configuration |

If & program or service uses a particular volume or device, add that volume or device ko
the list below, or click Auto Configure to have the iSCST initiakor service automatically
configure all available devices.

This will bind the wolume or device so that on system restart it is more readily available
For use by the program or service, This is only effective if the associated target is on
the Favorite Targets List,

Wolurne List:

olumefmount point/device
e mpio#diskBeen_compelnt2prod_compellent_voltrey_0S05#187f6ac2420836303, ]

pu—

To automatically configure all available devices, click Auto

Auto Configure
Configure.

To add a specific device, click Add,

To remove a device, select the device and then click.

Remawve
Remaove,

To immediately remove all devices, click Clear. Clear

Figure 42. iSCSI Volumes and Devices

5) Click on the Volumes and Devices tab.
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6) If the volume is not already listed, select the Auto Configure button.
7) Once the volume is listed, then close out of the iSCSI Initiator window by clicking on

OK.
8) Under Administrative Tools, launch MPIO (or run mpiocpl.exe from a command
prompt).
MPIO Properties . x|

'MPIO-ed Devices  Discover Multi-Paths |D5M Install

SPC-3 compliant

Device Hardware 1d

|V Add support for iSCSI devices

r~ Others

Device Hardware Id |

Fidd

QK | Cancel | fipply. |

Figure 43. Discover Multi-Paths
9) Select the Discover Multi-Paths tab as shown in Figure 43.

10) Check Add support for iSCSI devices then click the Add button.

Note: If the COMPELNTCompellent Vol MSDSM is already installed (listed under the MPIO
Devices Tab), then the checkbox to Add support for iSCSI devices will be grayed out. This is
by design. If the MSDSM is already installed, no further action is necessary — exit out of
MPIO Properties, and use Disk Manager to set the MPIO policy for the new volume.

11) After checking the Add Support for iSCSI Devices, reboot the server when prompted.
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=
File Action View Help

e = Be E

Disk Management

=sCD-ROM 0
DVD (Z)

- Unallocated [l Primary partition

Wolume | Layout | Type ; i ; - = —
o Serverd012-DCVL. Simple Basic COMPELNT Compellent Vol Multi-Path Disk Device P... -
o System Reserved Simple Basic | General I Fuolicies I Volumes| M1 | Criver I Detailz I Events |
Select the MPID policy: “ Fiound Robin I v|
Deszcription
The round robin policy attempts to evenly distibute incoming requests
to all processing paths.
<
Disk 0 I o -
Basic System Reserved D5k Mame:  |Microsoft DS | | Dietails
125.00 GB 350 ME NTFS . :
Cinline Healthy (System, Active, Thiz device has the following paths:
Path Id Path State weight
77080002 Active/Optimized
(L@jDisk 1 77050003 Active/0ptimized
Unknown
T?.0.0 GEB 7100 GB < m >
Offline (i Unallocated

To edit the path settings for the MPIO policy, select a
path and click Edit.

To apply the path zettings and selected MPIO policy,
click Apply.

Maore information sbout P10 policies

Apply

Cancel |

Figure 44. Configure MPIO Settings for the iSCSI Volume

12) Once the server has rebooted, MPIO now should be enabled on the volume. Set the

MPIO load balance policy on the volume as desired (use MPClaim.exe from a

command prompt if desired).
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5 Data Instant Replay

The Dell Compellent Storage Center allows for the creation of Data Instant Replays
(snapshots) that enable administrators to do the following:
e Recover servers to crash-consistent states including Hyper-V host servers and guest
VMs.
o Quickly spin up lab or testing environments from Replays of production servers or
data.
o Create gold images and use shared View Volumes to save disk space when adding
additional Hyper-V servers and guests VMs.

Dell Compellent Replays can be taken of disks with VHDs/VHDXs, pass-through disks, and
directly-attached iSCSI or virtual fiber channel volumes mapped to host servers or guest VMs.

Dell Compellent Storage Center Replays are “crash-consistent” snapshots. When using a
crash consistent Replay to recover a server, it is similar to having the server recover from a
power outage from the point in time the Replay was taken. In most cases, servers can be
recovered from crash consistent Replays without any issues.

If additional server protection is desired by capturing application-consistent VSS-integrated
Replays of Hyper-V guest VMs, please refer to the Dell Compellent Replay Manager 6 Users
Guide. Dell Compellent Replay Manager 6 is able to leverage Microsoft VSS to take
application-consistent (IO is paused) Replays of Hyper-V guests, Exchange servers, and SQL
servers.

The following section provides examples for how to configure and use Data Instant Replay
within a Hyper-V environment.

5.1 Using Replays to Recover Guest VMs

Hyper-V guest VMs can be recovered by using Dell Compellent Replays. The easiest and
quickest method of recovery is when there is a one-to-one configuration (a single Hyper-V
guest VM per LUN). Simply create a View Volume from a Replay of the LUN and present the
View Volume to the Hyper-V host as a new LUN, and the guest VM can be recovered to that
point in time.

Individual Hyper-V guest VMs can also be manually recovered quite easily in cases where
multiple Hyper-V guest VMs share a single LUN in a many-to-one configuration.

The following three examples will demonstrate how to recover a Hyper-V guest when:
e The Hyper-V guest is using a one-to-one guest-to-volume configuration.
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5.11

Multiple Hyper-V guests share a common volume (many-to-one configuration).
A Hyper-V guest VM is running on a cluster shared volume (CSV).

Recover a Hyper-V Guest VM with One-to-One Volume Configuration

The following procedure will demonstrate how to recover a Hyper-V guest VM given the
following configuration:

A standalone Hyper-V host server.

A Hyper-V guest VM is configured with one or more virtual hard disks files on a single
dedicated SAN volume mapped to the host as LUN 1 (with a drive letter or a mount
point).

A Dell Compellent Replay schedule is set to take Replays of the volume per a
predetermined schedule (e.g. hourly, daily, etc.)

Just in case the guest VM settings need to be configured from scratch (this should
not be necessary, but just in case...) record the details about the guest VM’'s CPUs,
RAM, Virtual networks, IP addresses, etc.

Also document the disk letter or mount point information for the volume to be
recovered.

Power down the guest VM to be recovered if it is not already powered off.

If using a mount point, use Disk Manager on the host server to remove the mount
point from the volume.

Use Disk Manager to take the disk off line.

Log on to the Dell Compellent Storage Center Manager GUI where the volume
resides.

@SE 12 - Compellent System Manager

€ storage Management (2, view Refresh  « % Help
§_i Properties | 2 Map Yolume to Server Sf; Map Yolume to Remaote System 24 Remove Mappings From Yalume | @ Expand Volume | Replay | |
IC << iz A
=@ storege (gl | TSSRV212_VMGuest01
EH-ig Yolumes \
[#1-{59 Citrix
=59 M-virtualization
. [ ceneral | gots | Rerlers | reply coonger. | s | _che
{59 T5-Hyv-Clusterdl k-
g E::::E:E:E::gg Refresh 27 Set Update Frequency <% Find | 2 Map Yolume to Server E:; Map Yalume kol
g I:::::E:i::g; Server Falder Path Mapped ¥ia |LUM  |LUM Preferred
{59 T5-Hy-Cluster0s
{59 T5-Hv-Clustera?
{59 TS-Hy-Cluster0a
=-{39 TS-Hv-Standalone 4]
(-2 TasRyZ02
[-[59 TSSRY208 Mapping Details:
EE S Stakus IType IServer Park |C0ntroller Part |LUN IRead Orily
__@ SSR 4 Up FiC |9 z100001E32027073 @ S000D31000026915 | 1 ho
- TSSRY0L <L Up FC J¥ 2100001832027073 B S000D31000028916 | 1 No
-5 SCYMMZOL2 = Up FC ® z101001632227073 @ SO00D3L0000Z6913 | 1 N
-5 Microsoft 2 Up FC _ Z101001B32227073 ! S000031000026914 1 Mo
-39 Cther_Yolumes

Figure 45. Verify LUN Number

7)
8)

Select the volume containing the Hyper-V guest VM's virtual hard disk files.
Select the Mapping tab.
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9) Verify the mapping details and record the LUN number shown in Figure 45.

=58 T5-HY-Standalone 4
TaSRV202
Mapping Details:
- Status IType |Server P
& T35 r— - h--UD
= T35RY259 i Properties
TSSRYA01 -
[B SCyMMz012 24 Map Wolume ko Server 01
B Microsoft gg“ Map Yolume bo Remaote System -
8 Other _Molurnes
8 vDemol [ =4 Remaove Mappings from Yolume ]
8 YMware
plary Profiles [E] Expand Yolume
orage Profiles Replay ,
cycle Bin
s | Create Boot From SAM Copy
llers 3] Cop b
i Replicate Valume »
ures
& Move ta Folder
& Syshems 3% Delste
[ |

Figure 46. Remove Mappings from Volume

10) Right click on the volume in the left pane and select Remove Mappings from Volume.

11) Once the volume is unmapped, use Disk Manager on the server host to rescan the
disks to make sure the host no longer sees it.

12) Select the Replays tab.

I
IC sciz

L—__|a, Storage

Elﬁ Yolumes

{55 Citrix

{55 MG-Virtualization
El-- Hyper-y

{5 T5-Hy-Cluster01
{5 T5-Hy-Clusternz
Fe-{59 T5-Hy-Cluster0s
-5 TS-HY-Cluster4
{5 TS-HY-ClusterDs
[-{55 T5-HY-ClusterD6
{5 TS-Hy-Cluster?
{59 T5-Hy-Clusterds
E-{%% T5-Hy-Standalone
TSSRY202
5[5 TSSRy20%
=[5 TssRYz1Z

(5 ) TSSRV212_VMGuesto1

BT

Refresh

9° Set Update Frequency ., SetRep

Freeze Time
a TS5RW212_WMGuestOl

Expiration Time

d Propetties

D 1nf01120 ho: 15
D 1001420 [ﬁ Create Yolume From Replay ] 15
P 1otz 8€ Expire no:z1
D 1ojo1/20TE OO0 22 am O Z012 0, 00:22
D2 10f01/2012 07:00:22 am 10/03/2012 07:00:22

P 09)30/2012 11:40:21 pm
D5 09j30/2012 11:30:20 pr

(NaTaTTatorTut R R TRt aTaTE N1

11j042012 10140021
10{07(2012 11:30020

ERaT e ewTu e Wu AT aTa TR

Figure 47. Create Volume from Replay

13) Right click the desired Replay and select Create Volume from Replay.

December 2012 Dell Compellent Storage Center Hyper-V Best Practices 54



@Ereate ¥olume from Replay
woeack [ ouit [ Acvisor

Select the name and folder for the volume:

G [ T5-Hy-Cluster
L5 TS-HY-Cluster05
-5 T5-Hy-Cluster0e
(-5 T5-Hy-Cluster0?
(-5 T5-Hy-Cluster0d
-39 T5-Hy-Standalone

- [B| TssRY202

- [B TSSRY299
..[B| TS5RMA01L
[ [59 SCyMMzOL2
[+]-{59 Microsoft

{59 Other_Volumes

{59 vDemal

[]--S Whlware

Mame: [ITSSRVZIZ_‘u‘MGuestDl Yiew 1 J

Figure 48. Provide a Name for the View Volume

14) Give the Replay View Volume a descriptive name or choose the suggested default
name of <volumename> View 1 and then click the Create Now button.

@Map Yolume to Server
¢ oeack [ ouit [F7] Advisor

Select a Server to map:

3 e ML
(][54 KPTest
-9 MG-virtualization
E}g Hyper-4
{58 T5-Hy-Cluster0l
[+)-{5 T5-Hy-Clustertz
{59 T5-Hy-ClusterD3
{59 T5-Hy-Clustern4
{59 T5-Hy-ClusterDs
{59 T5-Hy-Cluster
-5 T5-Hy-Cluster?
{59 T5-Hy-ClusterDa
E@ T3-Hy-Standalone
i TSsRyzOZ

Figure 49. Select the Server to Map the View Volume to

15) Select the server to map the View Volume to and click on the Continue button. In
this example, the View Volume will be mapped back to the original host server.
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@Map Yolume to Server !El E

o Back B cuit [ Advisor

|»

Create mapping between the following Wolume and Server:

Wolurme: TESRY212_WiMGuestD View 1
Server TEERY212

Figure 50. Set Advanced Options for Volume Mapping

16) Click on the Advanced button.

2 =
(€} Map Volume to Server W Glalao|m| =

48 Back BM EAdwsmr

B
i Select LUN
=
[71 Map volume using LUN 0 (this is usually reserved for boat volumes).
Use LUN |1 when mapping the selected volume to the selected server.
Use the next available LUN if the preferred LUN is unavailable.
d . -
i4j Restrict Mapping Paths

[Z] Only map using specified server ports:

‘Type |Server Part Status Connected Controll
| FC 5001438000AC248C Up 5000D3100002850B| L
I 5001438000AC248E Up 5000D31000028908) 1

< m 2

Select Controller
Not available for this volume because it shares a Replay history with other volumes.

] . =
il Configure Multipathing
Maximum number of paths allowed: 05 Default =|  OS Default 32

@i Configure Volume Use

Figure 51. Provide a LUN number for the View Volume

17) Check the box for Use LUN and provide the same LUN number used by the original
volume. Since the LUN is being mapped to the same host, keeping everything about
the LUN the same (the LUN number and the drive letter) will allow the guest VM to
boot up without any need for reconfiguration of Hyper-V settings on the host server.

18) Click on Continue, then on Create Now to finish mapping the View Volume to the
server.

19) Configure Data Instant Replay settings for the View Volume by right-clicking on the
volume and selecting Replay->Configure Data Instant Replay.

20) If remote replication is being used, configure the View Volume to replicate to another
Storage Center as desired.

21) Once the View Volume has been mapped to the host server, return to Disk Manager
on the host server and perform a disk rescan.
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22) Bring the new disk online, and verify the volume displays properly and that has the

same drive letter as the original volume as noted in step 2 above (if not, assign a drive
letter or change the drive letter). If using mount points, recreate the mount point so
that it uses the same name and location as noted above in step 2.

23) Using Hyper-V Manager, start the recovered Hyper-V guest VM and verify

functionality.

24) Finally, perform any clean-up for the environment as desired. For example, rename

the View Volume and remove any unneeded files, mappings or volumes.

5.1.2 Recover a Hyper-V Guest VM with a Many-to-One Volume Mapping

To recover a Hyper-V guest VM from a LUN that this also used by other guest VMs in a
many-to-one configuration, the process is similar to the steps in 5.1.1 above. However,
because it may not be possible or desirable to take the other guests that are sharing that
volume off line, a different approach is necessary to recover a single guest VM.

Instead of removing the original LUN mapping and replacing it with a View Volume of a
Replay (which would affect all of the guest VMs), the original LUN is left in place (so the other
guest VMs can stay online), and a View Volume is mapped as a new LUN to the host. Once
the new LUN is mapped to the host server, there are a couple of different recovery options
to recover a single guest VM:

Copy the guest VM's virtual hard disk files (VHD/VDX) from the new LUN back to the
original locations on the original LUN using a Windows file copy operation.
Depending on the size of the virtual hard disk files, this may not be practical if they are
extremely larage.

Use Hyper-V Manager to either recreate (Server 2008 Hyper-V) or import (Server
2012 Hyper-V) the guest VM on the new volume.

The following example with demonstrate how to perform either of these two operations.

Environment;

A standalone Hyper-V host server.

Four hyper-V guest VMs named GuestVM-01 — 04 that are sharing the same LUN for
their virtual hard disk and configuration files.

A Dell Compellent Replay schedule is set to take Replays of this LUN according to a
predetermined scheduled (e.g. hourly, daily, etc.).

GuestVM-04 has experienced an event requiring it to be recovered to a previous
known-good state.
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= Hyper-V Manager
File  Action  \iew Help

= 2=

23 Hyper-\ Manager
gg TssRv212 Virtual Machines
Marme “ State CPU Usage Assigned Memory
S Guest/M-O1 Running 0% EES MB
= GuestyM-02 Running 0% 513 MB
é GuestyM-03 Fiunning 0% 514 MB
= Guestyh-04 off

Figure 52. Power Off the Guest VM to be Recovered

1) Document the settings for the guest VM so it can be recreated in Hyper-V Manager
(e.g. number of CPUs, RAM configuration, Virtual networks, |IP addresses, etc.).

2) Document the existing location of the guest VM's files on the host server (mount
point or drive letter along with paths to the virtual hard disk and configuration files).

3) Power off the guest VM to be recovered (in this example, GuestVM-04).

4) Log on to the Dell Compellent Storage Center Manager GUI.

5) Locate the volume containing the Hyper-V guest VM files to be recovered.

2|

L. SC12 / '_'--\\
E“’%QTE.ZW @ | TSSRV212_VMGuests-01
-39 Citrix )

= {35 MG-Virtualization
=23 Hyper- E E Capry/Mirror/Migrate E

{58 T5-Hy-Clusker01
55 T5-HY-Clusternz
5% T5-HY-Clusker03
{59 T5-HY-Cluster0d

Refresh E\'\j Set Update Frequency ., Set Replay

T Freeze Time IExpiration Time
g E::E:zz:::gz i TSSRYZ1Z_VMGuests-01
G-/ T5-HY-Cluster0? P> 10/01/2012 0 aa o : [Lolonio ot
4 {3 T5-Hy-Clusteras [0 10j01j201 & Properties 0:20 pri
EE T5-HY-Standalone 10401201 [i Create Vaolume fram Replay ] 129 prr}
(5 TssRy202 wjotj201 92 Expire 530 am
E TSERVE0E R VT li) v p b - TOTO3T20I2 TTO0: 15 an
D5 104012012 10:00:15 am 10/03(2012 10:00:15 ar
B T55R Y299 oot 201z 09:00:21 am 10/03/2012 09:00:21 ar
__ TSSRY301 F" 10/01/2012 08:00:22 am 10/03/2012 05:00:22 an

Figure 53. Create Volume from Replay

6) Click on the Replays tab.
7) Right click the desired Replay and select Create Volume from Replay.
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ol:reate ¥olume from Replay =]
eoeack B ouit [ Advisor

Select the name and folder for the volume:

[ 159 T5-HY-Cluster0d |
{59 T5-Hv-Clusterds
{59 T5-Hv-Clusterds
{59 T5-Hy-Clusterd?
-5 T5-HY-Cluster0a
(-5 T5-Hy-Standalone
TSSRY202

TS5RY299
TSoRY301
(-5 SCvMM2012
(-5 Microsoft

{59 other_volumes

{55 wDemot

B {55 YMwrare

Ll

Marme: [respyziz wmGuests-ol view 1 |
T

p Create Mow |

Figure 54. Provide a Name for the View Volume

8) Give the View Volume a descriptive name or choose the suggested default name of
<volumename> View 1 and then click the Create Now button.

GMap Yolume to Server !EI I
@ back [ quit [F] Advisor

Select a Server to map:

3 s L

-5 KPTest

-9 Ma-Virtualization
E}a Hyper-y
{39 TS-Hy-Cluster01
-5 T5-HY-Cluster0z
{5 T5-HY-CluskerDa
{59 TS-Hy-Clusher04
{59 T5-H¥-Cluster0s
{59 75-HY-Cluster0s
[l-{5 TS-HY-Cluster0?
{5 TS-Hy-ClusherDg
E@ T5-HY-Standalone
& TasRyz0Z

[

) Create Server | ) Create Server Cluster | | )Contlnue

Figure 55. Select the Server to Map the View Volume to

9) Select the server to map the view volume to and click on the Continue button. This
can be the same host server or a different host server. In this example, the View
Volume will be mapped back to the original host server.

10) Click on Create Now to finish mapping the view volume to the server.
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Figure 56. New View Volume mapped to a Server Host and Renamed

11) Once the View Volume is mapped and available on the host, launch Disk Manager on
the host and rescan the disks.

12) The newly mapped View Volume should be listed as a new disk. Bring the disk on
line, rename it, and assign it a drive letter or mount point. In this example, it is
assigned drive letter E, and is renamed as VMGuests-02.

Note: If automount is enabled, the disk should be assigned a drive letter automatically. If
not, manually assign the new View Volume a drive letter or assign it a mount point.

13) Chose a recovery option:

e Option 1. Copy the guest VM's virtual hard disk (VHD/VHDX) file from the new
volume (the E drive in this example) back to its original location on the host server
(see step 14 below). While copying a virtual hard disk file back to its original
location is usually the preferred option, if it is extremely large it may not be
practical.

o Option 2: Use Hyper-V manager to recreate (Server 2008 R2) or import (Server
2012 Hyper-V) the guest from its new location on the new volume (see step 15
below).

Option 1:
14) Decide what to do with the original virtual hard disk file (rename it, move it, or delete

it). If renaming the file, verify that the volume has enough space for the old and the
new virtual hard disk.
a. Copy the recovery virtual hard disk file back to its original location using
Windows Explorer (in this example, from the E drive to the D drive)
b. After the virtual hard disk has finished copying, rename the virtual hard disk file
so that it is different than original file name. For example:

Original name: “GuestVM-04_W2K8R2_boot.vhdx”
New Name: "GuestVM-04_W2K8R2_boot_new.vhdx”
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An error occurred while attempting to start the selected virtual
machine(s).

'GuestVM-04' failed to start.
Microsoft Emulated IDE Controller (Instance ID
B3F3638B-8DCA-4152-9EDA-2CABB330359B4): Failed to Power on with Error 'General access

denied error'.

IDE/ATAPI Account does not have sufficient privilege to open attachment

Figure 57. Rename the Recovered VHD File to Avoid Access Denied Errors

Note: Renaming the virtual hard disk and re-associating it with the guest VM with Hyper-V
Manager is necessary to allow the guest VM to start without permissions errors.

[Guestint-o4 v 4 ¥ |Q
% Hardware ™| = Hard Drive
¥ Add Hardware

‘fou can change how this virtual hard disk is attached to the wirtual machine, If an

L EIOS
e Book from 0 operating system is installed on this disk, changing the attachment might prevent the
ook fram wirtual machine From starting.
[ 1)
13??;5 Controller: Location:
R Frocessor IDE Contraller O | |D (in use)
1 virtual processor Media
= I IDE Corttraller 0 ‘ou can compack o convert a virtual hard disk by editing the associated file,
& Hard Spedfy the full path to the file,

® virtual hard disk:

GuestyM-0

(= Eif IDE Controller 1
4 DVD Drive

Mone |

B 5C31 Controller

@ Network Adapter ) Physical hard disk:

[|D:'l,Guest\fM-D4'l,GuestVM-D4_Win2K8R2Ent_Boot_new.vhdx | |

New H Edit || Inspect || Browse, .. ‘

Figure 58. Use Hyper-V Manager to Repoint to the Recovered VHD file

c. Use Hyper-V Manager to repoint the guest VM to the renamed recovery virtual

hard disk file. No other changes in Hyper-V Manager should be necessary.
d. Start the guest VM and verify functionality.
e. Perform any clean-up steps on the SAN and the host server.

Option 2:
15) Option 2: Use Hyper-V Manager to Import the guest VM's settings from the new

volume
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<| Start
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Snapshot
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Remove Server

Export..
5 Refresh
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Wiew

Enable Replication.., I Help

Help

Figure 59. Delete the Old Guest, Then Run the Import Virtual Machine Wizard

a. Use Hyper-V Manager to delete the guest VM to be recovered.

b. If running Server 2008 R2 Hyper-V, recreate the guest from scratch by
creating a new virtual machine, pointing to the guest's virtual hard disk file on
the new volume. When finished, start the guest, and configure any necessary
IP addresses for the guest, and perform any other clean-up needed on the
host or the SAN.

c. If running Server 2012 Hyper V, use Hyper-V Manager to import the recovered
guest VM. Click on Import Virtual Machine and click on Next.

Locate Folder

EBefore You Begin Specify the Folder containing the virtual machine to import.

Locate Folder

|| Browse. ..

Select irtual Machine
Choose Import Type

Summary

Figure 60. Specify the Folder Containing the Guest VM to import

d. Select the folder containing the guest VM on the new volume, in this example,
E:\GuestVM-04. Then click on Next.
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Select virtual Machine

Before You Begin Select the wirkual machine to impork:

Locate Folder - Date Created
Select Virkual Machine Gue 04 0 1211
Choose Impart Type

SUMMmary

Figure 61. Verify the Name of the Guest VM to Import

e. Confirm the name of the guest VM to be imported, and then click on Next.

Choose Import Type

Befare You Begin Choose the bvpe of import to perform:

Locate Folder (@) Register the virtual machine in-place (use the existing unique 107
Select Virtual Machine () pestore the virtual maching {use the existing unique I0Y

Chaoose Impart Type () Copy the virtual maching (create a new unique ID)

SUrmrnary

Figure 62. Choose the Import Type

f. Select the Import Type as Register the virtual machine in-place and then
click on Next.

Locate Virtual Hard Disks

Before You Begin wWhere are the virtual hard disks Faor this virkual machine stored?

Locate Folder Location: | SEeR=E SRRy

Select Yirtual Machine

Choose Import Type

Lacate Wirtual Hard Disks

Figure 63. Specify the Location of the Guest VM's Virtual Hard Disk Files

g. For Locate Virtual Hard Disks, specify the path to the virtual hard disk on the
new volume. Then click on Next. In this example, the path is E:\GuestVM-
04\.

h. On the summary screen click on Finish.

i. Right-click on the guest VM in Hyper-V Manager and verify the guest VM's
settings for memory, CPUs, and virtual hard disks.
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j.  Start the guest VM and verify functionality.
k. Clean up the environment as required to remove any unneeded files,
mappings or volumes.

5.1.3 Recover a Hyper-V Guest VM that resides on a Cluster Shared Volume

The process of using Storage Center Replays to recover guest VMs that reside on Cluster
Shared Volumes (CSVs) is similar to the process of recovering guest VMs to standalone hosts,
as detailed in the preceding sections 5.1.1 and 5.1.2. However, there is one additional step
required when dealing with CSVs - changing the disk signature.

Windows servers assign each volume a unique disk ID (or signature). For example, the disk ID
for an MBR disk is an 8-character hexadecimal number such as 045C3E2F4. No two
volumes mapped to a server can have the same disk ID.

When a Storage Center Replay is taken of a Windows volume, the Replay is an exact point-
in-time copy of the volume, which includes the Windows disk ID information. Therefore, if a
View Volume is created from that Replay and presented back to the same server or cluster, it
will cause a disk ID conflict.

With standalone Windows servers, disk ID conflicts are avoided because standalone servers
are able to able to automatically and dynamically detect duplicate disk IDs and change them.
No user intervention is required.

However, Windows is not able dynamically change conflicting disk IDs when disks are
configured as CSVs.

Note: this issue exists with both Server 2008 R2 Hyper-V and Server 2012 Hyper-V.
When attempting to map a View Volume of a CSV back to any server in the same cluster, the
new volume (due to having a duplicated disk ID) conflicts with the existing CSV, and the new

volume stays stuck in a reserved and unmanageable state.

Note: Duplicate disk IDs on a cluster may cause cluster instability resulting in a service
outage, data loss or corruption.

There are a couple of ways of working around the duplicate disk ID issue as detailed below.

Option 1 — Map the View Volume of the CSV to another host that is outside of the cluster,
and copy the guest VM's files over the LAN to recover the guest (see section 5.1.1 above).

Option 2 — Map the View Volume to another Windows host outside of the cluster and use
Diskpart.exe to change the disk ID, and then re-map the View Volume to the Cluster. The
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steps to use Diskpart to change the disk ID are detailed in Section 5.1.4 below.

5.1.4 Procedure for Assigning a New Disk ID to a View Volume

1) Logon to the standalone Windows server host that the View Volume of the desired
CSV will be mapped to.
2) Open a command window and then type Diskpart.exe and press Enter.

[ C\Windows\system32\diskpart.exe M

Microsoft DiskPart wversion 6.2.9208

m | >

Copyright <C> 1999-2812 Hicrosoft Corporation.
On computer: TSSRU212

DISKPART>
Dick #ith Status Size Free Dyn Gpt
Disk 8 Online 125 GBE 8 B
Disk 1 Online 588 GB 8B
Disk 2 Online 588 GB A B

DISKPART> _

Figure 64. Diskpart Command Window

3) Type List Disk and press Enter.

4) Make note of the current list of disks (Disk 0, Disk 1, Disk 2).

5) Using Storage Center Manager, map the desired View Volume to this host.
6) From the Diskpart command prompt, type rescan and press Enter.

copisks

Basic

204,00 GB :
Offline 1

: | Properties
Jico-romi P
DD (22

Figure 65. Use Disk Manager to Bring a Disk Online

7) Launch Disk Management on the host server and bring the disk online.

[ CiWindows\system32\diskpart.exe \;‘i-

Microsoft DiskPart version 6.2.97288

m | >

Copyright (C> 1999-2812 Microsoft GCorporation.
On computer: TSSRU212

DISKPART> list disk

Disk #H##f Status Size Free Dyn Gpt
Disk @ Online 125 GB A B
Disk 1 Online 588 GB 8B
Disk 2 Online 588 GB A B
Disk 3 Online 284 GB A3 B

DISKPART > _

Figure 66. New Volume Now Listed with Diskpart
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8) Return to the Diskpart command prompt window and type List Disk and press Enter.
9) The new disk (Disk 3 in this example) should now be listed. Usually (but not always)
the bottom disk on the list will be the one just added).

(] CA\Windows\system32\diskpart.exe I;Ii-

Microsoft DiskPart version 6.2.92004

Copyright <G> 1999-2012 Microsoft Corporation.
On computer: TSSRU212

DISKPART> list disk

Disk #iif Status Size Free Dyn Gpt
Disk @ Online 125 GB 8 B
Disk 1 Online Laa GB B B
Disk 2 Online 588 GB 8 B
Disk 3 Online 204 GB B B

DISKPART > select disk 3

Dizsk 3 is now the selected disk. &—

DISKPART> uniqueid disk )

Disk ID: 12341256 &——

DISKPART> uniqueid disk ID=1234abcd |

DISKPART > uniqueid disk

Disk ID: 1234ABCD &—
DISKPART >

Figure 67. Diskpart Select Disk Command

10) Referring to Figure 67, type select disk # (where # represents the number of the new
disk, in this example, disk 3) and then press Enter.

11) Type uniqueid disk and press Enter to view the current unique ID for the disk. In this
example, the unique ID is 12341256 as shown in Figure 67.

12) To change the disk ID, type uniqueid disk ID=<newid> and press Enter.

e For <newid> provide a new random ID of your choice. For an MBR disk, the new
ID must be an 8-character string in hexadecimal format using a mix of the
numbers 0 — 9 and the letters A — F.

e For a GPT disk, the new ID must be a GUID (Globally Unique Identifier).

13) Type uniqueid disk again and press Enter to verify the ID is now changed.

14) Now that View Volume has a new signature, it can now be unmapped from the
standalone host server and re-mapped to the cluster without causing a disk ID
conflict.

15) Once it has been mapped to the cluster, the guest VM can be manually recovered as
demonstrated in Sections 5.1.1 and 5.1.2 above.
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5.2 Use Storage Center Replays to Create a Test Environment

Storage Center Replays can be used to create space efficient test and development
environments of production Hyper-V guest VMs by mapping View Volumes of Replays to
other (usually isolated) server hosts or clusters. These hosts and clusters can be local (in the
same data center) or remote (when SAN Volumes and their Replays are replicated to another
Storage Center at another location).

Note: To avoid IP, MAC or server name conflicts, a separate network should be created to
isolate cloned servers in a test or development environment.

The procedure to create a test environment with cloned Hyper-V guests from View Volumes
of Dell Compellent Replays is very similar to the guest VM recovery process previously shown
in sections 5.5.1 and 5.5.2. But instead of replacing an existing guest VM, simply create a new
(or import) a guest VM to the desired server host or Hyper-V cluster.

5.3 Use Storage Center Replays to Create New Hyper-V
Guests from a Gold Image

With Dell Compellent Storage Center Replays, an administrator can use View Volumes to
quickly deploy new Hyper-V guest VMs from a gold image as shown in Figure 68 below.
Deploying new Hyper-V guest VMs from gold images represents a “best of all worlds” design
because:

o New guest VMs can be deployed from a gold image very quickly with minimal
reconfiguration.

o SAN usage is maximized - if the four guest VMs were deployed below in Figure 68
without using a gold image, they would each consume a full 16 GB space for a total
of 64 GB. By using a gold image, the same four guest VMs consume only 20 GB
initially (the source volume plus 4 new View Volumes that represent only the changed
data for each guest).

e New writes go to Tier 1-RAID 10 for maximum write performance.

e Data files on the source gold image that don’t change can take advantage of the read
performance of RAID 5, and can also reside on lower tier disk for additional SAN
efficiency and cost savings.

e All data is subject to Data Progression which will move data up or down between tiers
and RAID levels as needed to ensure an optimal balance between |/O performance
and SAN efficiency.

o Will Dell Compellent, this all happens automatically without any user intervention.
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Dell Compellent Storage Center

The Gold Image
Volume contains a
VHD/VHDX file (can

also be a pass-
through disk) with a
server OS that has
been sysprepped

Gold Image
Volume (60 GB)

View Volumes created
from Replay_1 only
consume new disk space
for changed data

Guest VM 1
1 GB changed data

Guest VM 2
1 GB changed data

\‘%§
/§

Hyper-V Hosts

Gold Image or Clusters
Ry Replay_1
M /'_-__—'\
\________-/
Guest VM 3
—
1 GB changed data \
~— b
(4]
3| &
Guest VM 4 A
1 GB changed data

Figure 68. Gold Image Used for View Volumes for Multiple Hyper-V Guests

In the following example, a VHD/VHDX file is used as the boot volume (but pass-through
boot volumes will also work). It also assumes that the guest VM is running a Windows Server
OS that is version 2003 or newer.

IC =ciz

E&, Storage

E}ﬁt Yolumes

- i

| 558 MG-virtualization

. El Hyper-y
=

a ServerZD12-Gold1mage-Boot_\|‘HDX]

G- {5 T5-HY-Closternl

@ TSHv-Clusternz

Figure 69. Create a Gold Image Volume

1) As shown in Figure 69, from the Dell Compellent Storage Center Manager GUI, create
a new volume with the appropriate size for the gold image in a location of your
choice. In this example, a Gold-Images folder was created as a place to hold this and
future gold image volumes.

e Forserver 2003: create at least a 35 GB volume to hold a 30 GB virtual hard
disk.

e For Server 2008/R2: create at least a 45GB volume to hold a 40 GB virtual hard
disk.

e For Server 2012: create at least a 65 GB volume to hold a 60 GB virtual hard
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disk.

o Factors such as the amount of RAM to be assigned to the guest VMs
and the location of the page file may require a larger gold image virtual
hard disk size.

o If Hyper-V based snapshots will be taken of these guests, create a
larger volume to accommodate the differencing virtual hard disks that
Hyper-V based snapshots create.

e Since Dell Compellent uses thin provisioning, it is recommended to start with a
large enough gold image virtual hard disk and volume so that they will not
have to be expanded later.

Disk 3

Basic 2012-Gold-Image [G:]
65.00 GB 65,00 GB MTFS

Online Healthy iPrimary Partition)

Figure 70. Format the Volume for the Gold Image

2) Don't specify a Replay schedule for the volume at this time (a manual Replay will be
taken later).

3) Map the volume to a to a Hyper-V host server and use Disk Manager to bring the disk
on ling, format it, assign it a label, and assign it a mount point or a drive letter. In this
example, it is assigned as the G drive. The volume (65 GB) will be the target location
for a new Server 2012 guest that will be configured to use a 60 GB (dynamically
expanding) VHDX file.

e New Virtual Machine Wizard .
| . .
[ kl Specify Name and Location
i ey
Before You Begin Choose a name and location For this virtual machine,

Specify Mame and Location The name is displayed in Hyper-% Manager, We recommend that you use a name that helps vou easily
identify this wirtual machine, such as the name of the quest operating system or workload.

Assign Memory

Configure Metworking Mame: |Server2012_ GoldImage|

Connect Yirtual Hard Disk ‘ou can create a folder or use an existing Folder to store the virtual maching, IF vou dont select a

Installation Options folder, the virtual machine is stored in the default Folder configured For this server,

SUmMaty Store the virtual machine in a different location

Location: |G:'I, | | Browse. .,

/1 TF you plan to kake snapshots of this virtual machine, select a location that has enough free
space, Snapshots inchude virtual machine data and may require a large amount of space,

Figure 71. New Virtual Machine Wizard

4) Using Hyper-V Manager, launch the New Virtual Machine Wizard and create a new
guest VM and point its configuration and VHD/VHDX location to the root of the new

volume, in this example, the G drive.
December 2012 Dell Compellent Storage Center Hyper-V Best Practices 69



LY New Virtual Machine Wizard -

rb *lr Connect Virtual Hard Disk

Before You Begin A virtual machine requires storage so that you can install an operating system, You can specify the

Specify Name and Location storage now or configure it later by modifying the virtual machine’s properties,

Assign Memory ®) Create a virtual hard disk

Use this option to create a dynamically expanding wirkual hard disk with the default Format (YHDX).

Configure Networking

Conneck Yirtual Hard Disk Mame: |Server2012_ GoldImage. whdx |
Installation Options Location:[|G:'|,| l || —— |
Summary
Size: B (Maximum: 64 TE)

() Use an existing virtual hard disk,

Use this option ko attach an existing wirkual hard disk, either YHD or YHDX Format,

CiiUsersiPubliciDocurment siHyper- Y virtual Hard Disks',

() Attach a virtual hard disk later

Use this option ko skip this step now and attach an existing virtual hard disk later.

Figure 72. Create a New Virtual Hard Disk

5) As part of creating the new virtual guest, create a new virtual hard disk on this volume
of the type and size desired. In this example, the Server 2012 Hyper-V wizard defaults
to a dynamically expanding VHDX file format.

a. Provide an intuitive name that will help identify the purpose of the virtual hard
disk file later.
Set the path to the root of the volume (the G drive in this example)
Set the desired size (60 GB in this example).

EF] Hyper-V Manager
File  Action  “iew Help

= 7= HE

25 Hyper-¥ Manager
=TSSRV Virtual Machines
| MNewr 3 Wirtual Machine.., Usage
Irmport Virtual Machine,., Hard Disk...
Hyper-¥ Settings.., Flappy Disk...
ARl L et A1 [ Hunning 14

Figure 73. Use Hyper-V Manager to Create a New Virtual Hard Disk

Note: If a different kind of virtual hard disk is desired (for example, a fixed VHD instead of a
VHDX), select Attach a virtual hard disk later. After completing the New Virtual Machine
Wizard, use Hyper-V Manager to create a new virtual hard disk file at the root of the desired
drive (the G drive in this example). Then edit the guest VM's setting and under disk settings,
attach to the virtual hard disk just created.
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w New Virtual Machine Wizard .

%AF Installation Options

Before You Begin ‘fou can install an operating system now if you have access to the setup media, or you can install it

later,
Specify Mame and Location

fissign Memory () Install an operating system later
Configure Networking (®) Install an operating system from a boot CO/DYD-R.OM
Connect Virtual Hard Disk Media

Installation Options (O Physical CD/DVD drive: | 2

Surnmary

®) Image file .iso): |'|.'I.1?2‘16.23.1'l,support'l,MsFt'l,WinZDl2'|,VL'|,en_wint|| Browse...

) Install an operating system from a boot Floppy disk.

Figure 74. Specify the Location of the Setup Media

6) Specify the location of your setup media. This this example, a bootable ISO file is
selected as the source media.
7) Complete the New Virtual Guest VM wizard.

E-] Settings for Server2012_ Goldimage on TSSRV212 [= [ = [e]]
|Ser\.-'er2012_ Goldlmage V| 4 G
# Hardware ~ | & Processor
’3; Add Hardware

‘fou can modify the number of virtual processors based on the number of processors on

1K EIOS i ; i
Baat fram CO the physical computer, You can also modify other resource control settings.
[ [emory [ Mumber of virtual processors: e ]
2045 MB
= W Processor Resource control
2 Yirtual processors ‘fou can use resource controls to balance resources among virtual machines,
D Compatibiity Wirtual machine reserve (percentage): EI
2 numa
= i IDE Controller 0 Percent of total system resources: 1]
= Hard Drive
Server201Z_ GoldImage. v, .. Wirtual machine limit {percentage):
i
- L IE Contraller 1 _ Percent of total system resources: 25
% D¥D Drive =

en_windows_server_2012..,
B 5CSI Cantroller
= [ Metwork Adapter

w

¥irtual Switch 1 {External L...
Hardware Acceleration

Relative weight:

Advanced Features

Figure 75. Configure the Guest VM Settings

8) Right click on the new guest VM and select Settings.

a. Configure BIOS and memory settings.

b. For processors, select at least 2 virtual processors so that the guest VM will use
the multiprocessor Hardware Abstraction Layer (HAL). This will allow both
single and multiprocessor Hyper-V guest VMs to be created from this same
gold image.

c. Verify the virtual IDE controller and disk settings, and select a virtual network
adapter (if desired).
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9) Start the guest VM, boot to the installation media, and install the OS. Patch the OS to
the desired level.

Note: If desired, an unattended installation file can be created by using the Microsoft
Deployment Toolkit (MDT) and Windows Automated Installation Kit.

10) Install any desired roles, features, and applications.

11) Make any desired customizations or other changes that will be needed by the guests
deployed from this gold image. This will minimize the need to make redundant
configuration changes later to the guest VMs created from this gold image.

| D s | Application Tools
Home Share Wiew hanage
(-I - T| o v Computer v Server2012-DC_VL Boot (C:) » Windows v Systern32 v Sysprep b
J sw-SE ~ Marne Date modified Tyne
Bl Syspre i
T:-’ E p | ActionFiles System Preparation Tool 3.14 -
) Tasks
. en-JS System Preparation Tool (Sysprep) prepares the machine For
J th-TH hardware independence and cleanup,
) Panther
. tr-TR f‘\
k=LA, Syskem Cleanup Action
) | unbel.dll _of | i H
b1 whern =] |Enter Syskem Qut-of-Box Expetience (QOBE) V|
i [+] Generalize
i wfp Shutdown Options
B WindowsPowver |Shutd0wn v|
B winevt
J Winhdetadata
. K | | Caniel |
I+ winrm
J zh-CN

Figure 76. Run Sysprep and Shut Down the Guest

12) When the guest VM is built and patched to the desired level run Sysprep.exe.
a. For System Cleanup Action, select OOBE with the Generalize option checked.
b. For Shutdown Options select Shutdown.
13) In Hyper-V Manager, right click on the guest VM and select Delete. This will delete
the guest VM'’s configuration files but will preserve the actual boot VHD/VHDX file
itself. The VHD/VHDX file is the only file needed on the gold image volume.

Caution: If using Microsoft System Center Virtual Machine Manager (SCVMM), do not delete
the guest VM using SCVMM as it will also delete the virtual hard disk file. To prevent the
virtual hard disk file from being deleted, first remove the Storage Center mapping to the
volume with the gold image VHD/VHDX, and then delete the guest VM from SCVMM.
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Figure 77. Delete All But the Virtual Hard Disk File from the Gold Image Volume

14) Delete all other content on the gold image volume except for the VHD/VHDX file. In
this example, the G drive now contains only one file: the gold image VHDX file.
15) From the Storage Center Manager GUI, remove the mapping for this volume from the

Hyper-V host server.

{@Create Replay

@Bk [ out [F] Advisor

16) Right-click on the volume and select Replay, then Create Replay.

[0 %]

Replays expire after a set amount of time in order ta limit the load on the

Compellent Systemn. Please enter the time after which you would like the
created Replay to expire.

Expiration: |1 Ihrs

[

¥ MNever Expire

You may also enter a hrief description to help identify this Replay later.

Description: [IServerZDlZ Gaold Image Sysprep ]

4 Cancel p Create Maw

=

-

Figure 78. Create Replay of a Gold Image

box for Never Expire.

17) Provide a Description that identifies the Replay as a gold image and then check the
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18) At this point, View Volumes can now be created from this manual Replay, and
mapped to Hyper-V hosts.

@SE 12 - Compellent System Manager

c Storage Management \{ View Refresh -‘,‘ Help
31 Properties | 4 Map Yolume to Server Sf; Map ¥olume to Remote Systerm 24/ Remove Mappings from Yolume | @ Expand Yolurme | Replay | e
IC sciz .
-4 Storage (K )
o | | Server2012-Goldimage-Boot_VHDX
g Yolumes / =
-5 Citrix

=-{*9 Ma-virtualization

E}S Hyper-\ E E Copy{Mirror{IMigrate W ﬁ
=59 Gold-Images

GoldImage-Baat_YHDY] .
.= IJUthnugE Boot_VHD) Refresh 27 Set Update Frequency [ . Set Replay View] [ . Set Display Field ]| e
{559 T5-Hy-Cluster02

[2

B

{53 TS-Hy-Cluster03 |ﬂ Server2012-GoldImage-Boot_VHDX
[ T5-Hy-Cluster04

S T5-Hy-Clusterns Server2012 Gold Tmane Svsn...

(-5 T5-Hy-Cluster0s ] Properties

(-5 TS-Hy-Cluster0? [ B Create Yolume From Replay]
[+)-{5 TS-Hy-Cluster0 32 Expire

[]--S T5-Hv-Standalone

-39 SCymmMz012

Figure 79. Create a View Volume from a Gold Image

19) Click on the Replays tab
a. Click on the Set Replay View drop-down and change the view to Show View
Volume Tree.
b. Click on the Set Display Field drop-down and change the Display to
Description.
20) The manual Replay, which will be the source for View Volumes, will now be displayed
right below the source SAN volume it was created from.
a. Right-click on this manual Replay and select Create Volume from Replay.
b. Provide a name for the volume and provide a volume folder location.

c. Select a Hyper-V host server of your choice to map the View Volume to and
complete the wizard.

@5( 12 - Compellent System Manager

€ Storage Management, (2 view Refresh &2 Help

g_'}_ Properties | & Map Yalume to Server Sj Map Yolume to Remote System 24/ Remave Mappings from Yolume | @ Expand Yalume ‘
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Eug-gfﬁmeg { @a | WS12-Guest-001
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= Hypery [ enera | v | coovimmonrarae | Reors | _repey comnder | srtmes | crons
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Figure 80. View Volume of a Gold Image Mapped to a Hyper-V Host Server
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21) The new View Volume will be displayed (in tree view) as shown in Figure 80.

(. Storage Management <2, View

{®5C 12 - Compellent System Manager [-1ox]

Refresh ¥ Help () 9:20AM | ) Log OFF @ System Status

lustert
-HY-Cluster02
{59 T5-HV-Cluster03
i {59 T5-H-Clusterd+

(@ Serverz012-GoldImage-Boot_vHD

i Properties | ¥ Map Volume ta Server 57 Map Volume to Remate System 4/ Remave Mappings from Volume | [&] Expand volume Replay " Create Boot From SAN Copy Copy @) Replicate Wolume | 3 Move to Folder | ¥
I sc1z
- storage (I \
> = \ | W812-Guest003
- volumes
B3 Cirix
{55 mMa-virkualization

{2 Gold-Images

Refresh 7 Set Update Frequency  , Set Replay View L, Set Display Field ‘ i Modify Volume Maximurns | I Properties b Replay

‘ﬂ Serverz012-Goldimage-Boot_VHDX ‘ WS12-Guest-001 7_77#,_48 ws12-GuastnE]_7 7_iFf4ﬂ WS12-GUestoD3 J
Server2012 Gold Image Sysp... —_—

Figure 81. Multiple View Volumes Created from a Single Replay

22) Repeat step 20 above to create additional View Volumes (this can be done now or
later). Figure 81 shows how three View Volumes have been created and mapped to a
Hyper-V host server. Each View Volume can mapped to the same or different host

servers.
eiDisk 3
Basic WS12-GuestDO1 (P:)
65.(:!0 GE 65.00 GB NTFS
Online Healthy (Primary Partition)

Figure 82. Assign a Drive Letter to the New Guest VM Volume

23) Log on to the Hyper-V host Server and use Disk Manager to bring the disk with the
syspreped virtual hard disk online, and assign it a drive letter or a mount point.
Rename the volume if desired. In this example, the volume was renamed to reflect the
name of the new guest VM (WS12-Guest001) and assigned the drive letter P.

24) Using Hyper-V Manager, launch the New Virtual Machine Wizard to create a new
Hyper-V guest VM.

w

Before You Begin

ame and Location

Assign Mernory

Configure Metworking

Connect Yirkual Hard Disk.
Installation Options

Summary

*J Specify Name and Location

New Virtual Machine Wizard .

Choose a name and location For this virtual machine.

The name is displayed in Hyper-¥ Manager. e recommend that you use a name that helps you easily
identify this virtual machine, such as the name of the guest operating syskem or workload,

Mame:  [WS512-Guestinl

¥ou can create a folder or use an existing Folder ko store the virtual machine. If you dont select a
folder, the virtual machine is stored in the default folder configured For this server,

Store the virtual machine in a different location

Lacation: |P:'(| || Browse...

/4, TF you plan to take snapshats of this virtual machine, select a location that has enough free
space. Snapshots include virtual machine data and may require a large amount of space.

Figure 83. Provide a Name and Location for the Guest VM.

25) Specify a name for the new guest VM (in this example, WS12-Guest001).
26) Check the box for Store the Virtual machine in a different location, click on the
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Browse button and select the storage location (the P drive in this example).
27) Specify the memory settings.

28) Select a virtual network adapter (if desired).

New Virtual Machine Wizard -

[ *l‘ Connect Virtual Hard Disk
=

EBefore You Begin A wirtual machine requires starage so that you can install an operating system. You can specify the

Specify Name and Location storage now or configure it later by modifying the virtual maching’s properties.
Assign Mermory (O Create a virtual hard disk
Configure Metwarking Use this option to create a dynamically expanding virtual hard disk with the default format (YHDR),

Connect Yirbual Hard Disk

WS12-Guestonl, vhdx
SIRER P51 2-GuestOn 1 irtual Hard Disks!

127 | GB (Maximum: 64 TE)

(®) Use an existing virtual hard disk

Use this option ko attach an existing wirtual hard disk, either YHD or YHDY Format,

Location: |P:\Server2012_GoIdImage.vhdx| H Browse, .,

() Attach a virtual hard disk later

Use this option ko skip this step now and atkach an existing virtual hard disk later,

Figure 84. Specify the Location of the Sysprepped Virtual Hard Disk

29) For Connect Virtual Hard Disk, click on Use an existing virtual hard disk, click on the

Browse button, and select the sysprepped virtual hard disk file (in this example,
located on the P drive).

Note: Rename the virtual hard disk file first if desired.

30) Complete the New Virtual Machine Wizard.

31) Using Hyper-V Manager, right-click on the new guest and go to Settings.

32) Configure the BIOS, Memory, Processor, Disk and Network Adapter settings as
desired.

33) Boot the guest VM and allow the first-time-boot process to complete. Log on to the
new Guest VM and configure the guest VM as desired.

34) Repeat steps 23 - 33 for additional View Volumes created from the gold image that
are mapped to Hyper-V hosts.
35) Set a Replay schedule of your choice on the View Volumes containing the new guest

VMs, and enable replication (if desired) to a remote storage center for both the gold
image volume and any View Volumes created from it.

5.3.1 Gold Images and Preserving Balanced Controllers

When using Enterprise Manager or Storage Center Manger to create new volumes on a
Storage Center with a dual-controllers, controller ownership of the new volumes is kept in
balance automatically. By making sure that each controller “owns” approximately the same
number of volumes, it helps ensure an even load on both controllers and their I/O paths.
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When one controller in a pair needs to go off line (e.g. for maintenance), volume ownership
for all volumes is assumed by the other controller in the pair that is still on line. When both
controllers are back on line again, the controllers are “rebalanced” to restore controller
volume ownership to a balanced state.

However, when View Volumes are created from a gold image, the View Volumes will always
be associated with (owned by) the same controller that owns the gold image volume.
Therefore if a large number of View Volumes are created from a gold image, this can result i
unbalanced controllers.

To avoid unbalanced controllers when deploying a large number of View Volumes from a
gold image, do the following:

@5[ 12 - Compellent System Manager

c Storage Management \_'g\u'iew Refresh -‘,‘ Help

gl Properties | % Map Yolume to Server g:; Map Yolume ko Remote System 24 Remove Mappings from Yolume @ Expand Yolurme

aC 1z

548 storage (Ng] ) server2012-Goldimage-Boot_VHDX
[ Wolumes \ -
-39 Citrix
E1-{39 MG-virtualization i
|_'—_| Hyper-y L _]m CaopyMirrorMigrate w
EI@ Gold-Images - -
(= °-GoldImage-Boot_YHDY,
e Name: Sener2012-Goldimage-Boot_WHDX
{55 T5-Hy-Clusterdz Size: 55 5B -
-5 T5-Hy-Cluster0s
{59 T5-HY-Cluster04 Folder: MG-YirtualizationHyperyviGold-Image
{53 T5-Hv-Cluster0S Disk Folder: Assigned
-5 T5-Hy-Cluster0e
-5 T5-HY-Cluster0? Status: Up {active on controller "SN 69?')]
[-{59 T5-Hy-Cluster0d
-5 T5-Hy-Standalone Replay Profiles:
59 scvmmzo1z Storage Profile: Recormmended (Al Tiers)
[-{5 IMicrosaft

Figure 85. Verify Controller Ownership for a Volume

1) Verify the controller ownership for the first gold image volume (created in the
previous section 5.3). To verify the ownership, click on the gold image volume in
Storage Center Manager and view the Status line under the General tab. In this
example, the gold image created in the previous section was assigned to Controller
697 (in controller pair comprised of 697 and 698).

IC sc1z

E&, Storage

: E}ﬁ Yolumes
{5 Citrix

=159 MG-Yirtualization

E E} = Hyper-y

2-GoldImage-Book_YHDX|

{5 T5-Hy-Clusterdl

Figure 86. Add the Controller Number to a Gold Image Volume Name

2) Rename the gold image volume to help clearly identify its ownership by Controller
697. In this example, 697 was added to the volume name as shown in Figure 86.

3) Create a 2" gold image volume that can be associated with the other Storage Cente
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controller (698) in the pair by following the steps shown previously in section 5.3. In

this example, the 2" gold image volume was named similar to the first one, but with
698 added to the name instead of 697.

OMap Yolume to Server !E m
@ Back [ ouit [F] advisor

Create mapping hetween the following Yolume and Server:

Yolume: 698_Server2012-Goldimage-Boot_vHDX
Server: TSERYZ12

p Advanced | p Create Mow |

@Map Yolume to Server

@ Back BJout [ Avisor

=] E3

o2 —
44 Select LUN
™ Map volume using LUM 0 ithis is usually reserved for boot volumes).

[T Use LUM |255  when mapping the selected volume to the selected server
F Use the next available LN if the preferred LUM is unavailable

.;i% Restrict Mapping Paths

[T Only map using specified server ports

[Type [Server Port Status Connected Controll
[ G 2100001B32027D73 Up S000D3100002B923
[z 2101001B32227D73 up S000D31000026922
4 | i
¥ Map to controller 5N ess ¥ | if possible

;_% Configure Multip§

Maximurm number of paths allowed: 03 Defaultai O Default 32

Figure 87. Specify a Controller when Mapping a Gold Image Volume to a Server

4) Proceed to map the 2" gold image volume to a Hyper-V host server. As shown in
Figure 87, click on the Advanced, button, and then check the box for Map to
controller ___ if possible.

5) From the drop down list, choose the other controller in the pair. In this example,
Controller 698 is selected.
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C Storage Management (<, View Refresh &% Help

Replay i;_‘ Move ko Folder x Deletz | g Create volume i3 Create Yolu

a Propetties 5_1 Yolume Properties

IC sciz \
= storage ( D | Gold-Images
- kg Yolumes

B35 Cirize
- MiE-Yirtualization Marne IType IStatus IStatus InFDrmationﬁ I

i 697 _Serverz0lz-GoldL... Wolume Up Active on contraller|'Sh 697
MeAIES i 698 _Server2012-Goldl,.. Yolume  Up Active on controller|'SH 695"
97 _erver2012-GoldImage-Boot_vHDX
695 _Server2012-GaldImage-Boot_WHDY

-HV-Clusterdl

<& Map Yolumes to Server

Figure 88. Create a 2" Gold Image Volume to Balance Load on the Controllers

36) Once finished, the two gold image volumes are now mapped to (owned by) different
controllers in the pair.

37) When deploying new guest VMs from your gold images, alternate between one gold
image or the other as needed to help keep the controllers balanced. Use the Tree
View under the Replay tab to determine how many guest VMs have been deployed
from a gold image.

5.4 Using Gold Images to Deploy Guests to a Hyper-V Cluster

Windows servers assign each volume a unique disk ID (or disk signature). For example, for
MBR disks, the disk ID is an 8-character hexadecimal number such as 03E274D2. Each
volume mapped to a server must have a unique disk signature.

With standalone Windows servers, the issue of duplicate disk signatures is avoided because
standalone servers are able to automatically detect the presence of a duplicate disk signature
and automatically change it. This is done without any user intervention.

However, with servers that are clustered, Windows is unable to automatically resolve disk ID
conflicts with cluster disks. This issue exists with both Server 2008 R2 Hyper-V and Server
2012 Hyper-V.

Clustering adds a little complexity to deploying Hyper-V guest VMs from gold image volumes
on the Dell Compellent Storage Center because of having to deal with duplicate disk
signatures.

The first View Volume of a gold image can be presented to a cluster and added as a cluster
disk just fine. But the 2™ View Volume, because it has the same disk signature as the first
View Volume, creates a disk signature conflict. To resolve the issue, use Diskpart.exe to
change the disk signature for each View Volume being mapped to a Hyper-V cluster.

For the steps to change the disk signature on a View Volume, please refer to the steps in
Section 5.1.4.
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The process of creating a gold image to use when deploying Hyper-V guest VMs to a cluster
is nearly identical to the steps in Section 5.3 above.

A few additional considerations to keep in mind when using gold images in a clustered
environment are as follows:

1)

2)

The Hyper-V guest VM used to build the gold image can be created on any Hyper-V
host server (it does not have to be built on a node in the cluster).

When a View Volume of the new gold image is mapped to the Cluster, Diskpart must
be used to change the disk ID. If the disk ID of the first View Volume is not changed,
then when the second View Volume is mapped to the cluster, the disk IDs will
conflict.

Launch Failover Cluster Manager and add the new disk to the cluster by right clicking
on Storage then selecting Add disk.

Create a new Hyper-V guest VM by using Failover Cluster Manager.

When creating the Hyper-V guest VM, select Store the virtual machine in a different
location and select a path to the newly clustered View Volume.

When connecting to the virtual hard disk, select Use an Existing virtual hard disk and
browse to the virtual hard disk at the desired location on the newly mapped volume.
Complete the configuration of the new Hyper-V guest VM and edit any settings for
BIOS, CPU, RAM, networking, etc.

Power up the new Hyper-V guest VM and verify functionality.
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6 Dynamic Capacity

Dell Compellent Thin Provisioning technology (Dynamic Capacity) delivers the highest
storage utilization possible. Dynamic Capacity completely separates storage allocation (the
total size of a volume) from utilization (the actual amount of space consumed on the volume
by data). This enables administrators to specify larger volume sizes without wasting valuable
SAN space with empty volume space that may never get written to. With a Dell Compellent
SAN, only the actual data on the volume consumes SAN space. So, a 1 TB volume that has
only 10 GB of files will consume only 10 GB of SAN space (plus some overhead for Replays if
configured).

Caution: With thin provisioning comes the ability to over-provision the SAN. As long as
administrators monitor disk space usage and growth trends carefully, the risk of running a
SAN tier completely out of space is minimized.

6.1 Dynamic Capacity with Hyper-V

When a new volume is created on the Dell Compellent Storage Center and presented to a
Hyper-V host or guest VM, the volume does not consume any SAN space initially.

After the volume is formatted in Windows and a drive letter or mount point is assigned, a
small amount is SAN space is consumed due to the data written to the disk partition table.
Only as data pages are actually written to the volume by the host or guest VM will SAN space
start to be consumed.

Name: TSSRWA12 Datall Total volume space consumed: 0 ME
Size: 7a0 GB Data Instant Replay overhead: 0ME

Tatal disk space consumed: 0ME
Folder: MG-Virtualization/Hyper-v/TS-Hv- Standalone/TSSRY212 Disk spare saved vs. basic RAID 10 storage{ 0 MB

Disk Folder: Assigned
Status: Up (active on controller 'SH 8657

Replay Profiles:
Storage Profile: Recommended (All Tiers)

Figure 89. Volume Statistics for a New Volume Showing No Disk Space Used

1) In the example shown in Figure 89, a new 750 GB volume mapped to the server
TSSRV212 consumes no space initially on the SAN.
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CopyMirror/Migrate

Tier 1 Storage
RAID 10 - Fast

—Disk 6
Basic
750.00 GB
Online

Datal1 [(G:)
F50.00 GE NTFS
Healthy (Primary Partition)

168 MB

TN 18
E Yalume Space - Active [ll Disk Space - Active [ Yolume Space - Replay [F] Disk Space - Replay |
Total volume space consumed: 84 MB
Diata Instant Replay averhead: 0ME
Total disk space consumed: 163 MEB
Disk space saved vs, basic RAID 10 storage: 0ME

Figure 90. Volume Statistics after a New Volume is Formatted

2) After the disk is formatted with windows and assigned a drive letter or mount point, a

very small amount of space is used on the SAN. In this example, the 750 GB volume

was formatted as an NTFS volume and assigned a drive letter of G.

= Datad1 (G:) Properties - Marne Date modi..  Type Size
| Securty | Previous Yersions | Guota Customize a Fixed WHDwhd 10/9/2012 ... Hard Disk L., 52428807 KB
General | Toolz I Hardware Sharing a Dynamic_WHDwhd 10972012 .. Hard Disk L., 108 KB
a Fixed_WHDX.whdx 109202 ... Hard Disk ... 5243289 KB
e ) | a Dynamic_WHD¥whdx  10¢9/2012 .. Hard Disk |.. 4,096 KB
Type: Lacal Disk mm T ‘ lm
CopyfMirrorMigrate
File spster:  MTFS
. Uszed space: 107 586,277 376 bytes 100 GE
Bl Free space: 97715992224 bytes 49 GE T L e
TTTEETERTRhhiT_|_ | o e
Capacity: 805,302,169,600 bytes T49GE 185 MB
E ‘olume Space - Active [lll Disk Space - Active [F] Volume Space - Replay [ Disk Space - Replay |
Tatal volume space consumed: 94 MEB
Data Instant Replay overhead: 0ME
Total disk space consumed: 133 MB
Disk Cl Disk space saved vs, basic RAID 10 storage: 0ME
Drrive G gk Lleanup
&

Figure 91. Virtual Hard Disks are Thinly Provisioned

3) Virtual hard disk files are also thinly provisioned with Dell Compellent. In this
example, 4 virtual hard disks are created on this volume: a 50 GB fixed VHD, a 50 GB
dynamic VHD, a 50 GB fixed VHDX, and a 50 GB dynamic VHDX. All four types of
virtual hard disk are thinly provisioned on Dell Compellent. So, from the perspective
of the windows hosts, about 100 GB of space is now consumed, but the Storage
Center reports only 94 MB used, only slightly more space than the 84 MB used after
the disk was first formatted and assigned a drive letter.

Because of Dell Compellent Thin Provisioning, factors other than SAN space

utilization (such as performance or copy time) will often determine whether fixed or
dynamic VHDs/VHDXs are used for provisioning guest VMs.
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7 Data Progression with Hyper-V

The foundation of Dell Compellent’s Fluid Data architecture is Automated Tiered Storage,
which is the ability to automatically and intelligently move data at the block level to the
optimal storage tier and RAID level based on usage and performance, unlike traditional SAN
systems.

Upper-Tier SAS/FC
Solid State Disks
(or)
15K Spindles
RAID 10/5-5/5-9 Mid-Tier SAS/FC
15K Spindles
10K Spindles
RAID 10/5-5/5-9

Lower-Tier SAS/FC
7K SATA Spindles
RAID 10/5-5/5-9

Figure 92. Data Progression

As shown in Figure 92, the highest performing tier also represents the most expensive type of
disk, and the lowest performing tier represents the most cost effective disk. In most
environments roughly 80% of all data ends up being inactive and therefore, Data Progression
can move it automatically to the most cost effective tier (Tier 3).

Hyper-V guest VMs may host a wide variety of operating systems, applications, and
associated data. Some data may be inactive or archival in nature. Other data may change
frequently and require higher 1/O such as transaction logs and page files.

The Dell Compellent system is optimized to automatically move this data at the block level
up or down without any administrator intervention, including data residing on Hyper-V hosts
and guest VMs with virtual hard disks. With traditional storage solutions, a storage
administrator has to manually move data between tiers and RAID levels. With Dell
Compellent, the time required for a storage administrator to manage data between different
storage tiers and RAID levels is greatly reduced or even eliminated.

With Data Progression, frequently accessed data stays on the highest performing disks (Tier
1-RAID 10). Infrequently accessed data is automatically moved down to lower performance
tiers and RAID levels. Data Progression will eventually move static data downward until it
reaches the most cost effective tier and RAID level (Tier 3-RAID 5). This provides cost savings
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as Tier 3 storage is typically comprised of large-capacity lower-cost SATA disks.

If a new file is created on a Hyper-V guest VM (whether the disk be a VHD/VHDX file, a pass-
through disk, or a direct-attached iSCSI or virtual fiber-channel disk), the data is
automatically written to the highest storage tier for maximum performance (Tier 1-RAID 10).
The longer that file sits without any reads/writes, the further the blocks of data associated
with the file will be moved down to lower tiers until it eventually reaches the most cost
effective tier (Tier 3-Raid 5). Conversely, a static file that resides in Tier 3 that begins to
experience frequent reads will be automatically moved back up towards the highest
performing tier (Tier 1-RAID 10).

In most environments, about 807% of all data is static and ends up residing in Tier 3. The
remaining 20% of data that is accessed more frequently is kept at Tier 1 or Tier 2 by Data
Progression.

7.1 When to Modify Data Progression Settings with Hyper-V

Administrators are able to modify the Data Progression settings for a volume. While this
would normally be discouraged, there are some cases where this might be desirable.

Gtreate Yolume H=]
@ Back ) quit [ mdvisor

Select the Storage Profile to be used by this volume

© Recommended (&l Tiers)
© High Priority (Tier 1)
© Medium Priority (Tier 2)

@ Low Priority (Tier 33

© Custom

ITIRlDUnIy vl

Figure 93. Set a Lower Priority Tier for a New Volume

Example 1: If 1.5 TB of inactive (archival) data needs to be copied from a decommissioned
physical server with on-board disk to a new Hyper-V guest VM with a virtual hard disk on a
on a Dell Compellent Storage Center, an administrator may configure the volume hosting
the VHD/VHDX file to use Tier 3 only. When the 1.5 TB of data is copied over, it will go
straight to Tier 3 instead of consuming Tier 1 SAN space unnecessarily. This also avoids the
wait time that would be required for Data Progression to digest this new data and migrate it
from Tier 1 down to Tier 3.

Example 2: It might also be necessary to modify Data Progression settings when doing a
SAN migration from a legacy SAN to Dell Compellent, or when consolidating a large number
of physical servers with on-board disks to Dell Compellent. The danger is that a sudden
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influx of a large quantity of migrated data might consume all of the Tier 1-RAID 10 SAN space

if there isn't sufficient Tier 1 capacity. If Tier 1 space is consumed, new writes are forced to
occur on Tier-2 storage. If Tier 2 storage is consumed, then new writes are forced to occur
on Tier 3 storage.

When new writes are forced to occur on a lower tier disk, the SAN may experience

noticeable performance degradation. Normally, alert thresholds would notify administrators
with enough lead time to allow them to prevent a tier from filling completely up, but in cases

where there is a limited amount of Tier 1 capacity, and a large data migration operation is
running overnight, Tier 1 capacity might be consumed before an administrator has time to
react to a threshold alert.

Since much of the migrated data might not ever need to be on higher tier disks, it may be

desirable to push much or all the migrated data to Tier 3 initially. Once the data is migrated,

then Data Progression can be configured on those volumes to allow data that needs higher
performance to move up to higher performance tiers and RAID levels.

If the inflow of migrated data is slow, then it may be acceptable to allow it to be written at

Tier 1-RAID 10 initially (the default) and allow Data Progression migrate the static data down
to lower tiers over time.
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8 Disk Space Recovery with Hyper-V

8.1 Server 2012 Hyper-V and Trim/Unmap

Support for Trim/Unmap will be introduced with the 6.3.1 release of the Dell Compellent
Storage Center OS. With the Trim/Unmap feature, the Dell Compellent Server Agent will no
longer be required to recover deleted disk space from server volumes and return it to the
SAN's free disk space pool to be used elsewhere. The Dell Compellent Server Agent can still
be installed on a 2012 Server, but the disk space recovery feature, since it is no longer
needed, will be disabled by default.

Trim/Unmap will be supported with the following types of volumes and disks:

o Dell Compellent SAN volumes mapped to physical 2012 Server hosts using iSCSI or
fiber channel, and to guest VMs as pass-through or direct-attached disks using iSCSI
or virtual fiber channel:

o SAN volumes must be “basic” disks and formatted as NTFS (other formats such
as FAT and ReFS do not support Trim/Unmap).

o Dell Compellent SAN volumes mapped to Server 2012 Hyper-V nodes as cluster
shared volumes (CSVs):

o CSVs must be “basic” disks and formatted as NTFS (the only supported format
for CSVs is NTFS).

e Virtual Hard Disks:

o The virtual hard disk must be formatted as a .VHDX file (dynamic or fixed).
Trim/Unmap is not supported with the .VHD virtual hard disk format.

o The guest VM OS must support Trim/Unmap. When the guest VM OS is Server
2012, from the perspective of the guest, the VHDX must be a “basic” disk,
formatted as NTFS. Trim/Unmap is not supported on a .VHDX when the guest
VM's OS is Server 2008 R2 or earlier.

More information about Trim/Unmap support with server 2012 will be included in the Dell
Compellent Best Practices Guide for Windows Server 2012, due for release in Q1 of 2013.

8.2 Server 2008 R2 Hyper-V and Disk Space Recovery

If 20 GB of data is deleted from an NTFS-formatted volume, Windows “holds on” to the
deleted disk space preventing that 20 GB of space from being returned to the free disk space
pool on the SAN to be used elsewhere by other servers on the SAN. This is a limitation with
how Windows NTFS-formatted volumes work with Server 2008.

Dell Compellent Enterprise Manager, in conjunction with the Dell Compellent Server Agent,
provides the ability to recover disk space when files are deleted from NTFS-formatted
volumes. This allows the SAN to use this free space elsewhere, thus maximizing thin
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provisioning.

There are a couple of ways to leverage disk space recovery with Server 2008 R2 Hyper-V:

Install the Dell Compellent Server Agent on physical Server 2008 R2 Hyper-V hosts -
especially if they have NTFS volumes that experience frequent file deletions.

Install the Dell Compellent Server Agent on Server 2008 R2 Hyper-V guest VMs with
NTFS volumes that are connected either as pass-through disks or direct-attached
iSCSI or virtual fiber channel disks.

Disk space recovery will not work on the following types of drives/volumes with Server 2008
R2 Hyper-V:

8.3

Virtual IDE drives presented to guest VMs. Each guest VM allows for up to 4 virtual
IDE drives, although typically, only the boot volume is presented to a Hyper-V guest
VM as a virtual IDE device.

VHDs presented to a Hyper-V guest VM. Although VHDs are thinly provisioned, disk
space recovery is not possible from a VHD. If free space recovery is highly desirable
for a particular guest VM scenario, then present storage (formatted with NTFS) to your
guest VMs as pass-through or directly-attached iSCSI or virtual fiber channel disks.
Even though Microsoft Cluster Shared Volumes (CSVs) are formatted with NTFS, disk
space recovery from CSVs is not supported with Server 2008 R2 Hyper-V.

Configure Disk Space Recovery with Server 2008 R2

Hyper-V

In order to use disk space recovery with Server 2008 R2, the following is required:

A Dell Compellent Enterprise Manager server must be configured and the Enterprise
Manager Data Collector service must be running.

The Dell Compellent Enterprise Manager Server Agent must be installed on the server.
Server 2008 R2 Hyper-V hosts (or Server 2008 R2 guest VMs with direct-attached
storage) with SCSI/iSCSl/virtual fiber channel LUNs formatted as NTFS volumes are
good candidates for disk space recovery.

In order for disk space recovery to work, each NTFS volume must have at least one
associated Storage Center Replay on the Dell Compellent Storage Center. Configure
or assign a Replay schedule to the NTSF volume if no schedule is currently assigned.
The IP address of each Server 2008 R2 Hyper-V host and guest VM needing disk
space recovery must be registered on the Dell Compellent Storage Center.
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8.3.1 Disk Space Recovery Example for Server 2008 R2 Hyper-V

{ \
(k]
! g | TSSRVQOS_Data(:” Shadow Copies | Previous Yersions | Quata | Customize |
—-_— General | Tooks | Hardware | Sharing I Security
Type: Local Digk.
File: system NTFS
Tier 3 Storage
RAID 10-DM - Fask /" . Used space: 69,486,174, 208 bytes B4.7 EB]
[ A
7 e o 5 | B Free space: 145,259,040, 768 bytes 135 GB
[ olume Space - Active B Disk. Space - Active 2] Yolume Space - Replay Faoiskopace - Replay | Capacity, 214,745,214 576 bytes 133 GB
&
(7ol volume space consumed: 63.9GE )
Diata Instant Replay overhead: 22 MB
Tokal disk space consumed: 191.7 GB
Disk space saved vs. basic RAID 10 storage: 0ME
Diive E

Figure 94. Disk Usage Before Running Disk Space Recovery

1) Figure 94 represents a 200 GB volume that is mapped to a Server 2008 R2 Hyper-V
guest as a directly-attached iSCSI disk, formatted with NTFS, as the E drive. The
volume is currently using about 64 GB of space.

/ . = Datan1 (E:) Properties
[N A
! g _I TSSRWOB_Data01 Shadow Copies | Previous Yersions | Quota | Customize: |
General | Tools | Hardare | Sharing I Security
| Gorea | epring | Copyinonirate | Replers, | ooy conder | it | chars | =
Type: Laocal Disk
File system:  NTFS
Tier 3 Storage
RAID 10-DM - Fast > W Used space: 3794755684 bytes 353 GEB ]
. Free space: 210.950,459.352 bytes 196 GB
E\fnlume Spare - Active [l Disk Space - Active [ Yolume Space - Replace -Replay | Capacity 214,745,214,376 bytes 193G
&
[Total volurne space consumed: 63.9GE J
Diata Instant Replay overhead: 22 MB
Tatal disk space consumed: 191.7 GB
Disk space saved vs, basic RAID 10 skorage: aMB
Drive E:

Figure 95. Deleted Space is Not Recovered on the SAN

2) Using Windows Explorer on the guest VM, about 60 GB of files were deleted from the
E drive. The guest VM shows that the space is now “free” however the SAN still shows
that 64 GB of space is consumed. Until disk space recovery runs (this is scheduled to
run each evening by default on configured servers), this space will not be available to
the SAN to use elsewhere.
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| 8= | TSSRV208_Data01
“\‘@/

General

Tier 3 Storage
RAID 10-DM - Fast

T #.46 8
e ——————————— s DU
LG
234 MB
EVolume Space - Active [l Disk Space - Active ] Volume Space - &E@ESWCE - Replay |
-
Tokal volume space consumed: 3,53 GB
Data Instant Replay overhead: 10ME
Tokal disk space consumed: 10.59 GB
Disk space saved ws, basic RAID 10 storage: 0 ME

= Datall {E:) Properties [ %]

Shadow Copies | Previous Versions I (uata | Customize |
General | Tools | Hardware I Sharing | Security
e D atall

Tupe: Local Disk

File system:  NTFS

'u Uszed space:

W Free space:

3,794,755 584 bytes 363 GE ]
210,950,458 352 bytes 196 GB

Capacity 214,745,214 976 bytes 199 GB

Drive E

Figure 96. Volume Statistics after Running Disk Space Recovery

3) Overnight, disk space recovery runs on this server, and the Dell Compellent Storage

Center now shows that the freed-up disk space is now available on the SAN.
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9 Hyper-V Performance Tuning

The following sections highlight some performance tuning options for Hyper-V.

9.1 Storage I/O Performance

Hyper-V supports synthetic (virtual) and emulated storage devices in Hyper-V guest VMs but
the virtual devices generally offer significantly better throughput, response times and
reduced CPU overhead. The exception is if a filter driver can be loaded that reroutes 1/O to
the emulated storage device. A filter driver is an optional driver (provided by Microsoft or
OEM) that modifies the behavior of device hardware to enhance performance.

It is also recommended that virtual SCSI controllers be used instead of virtual IDE controllers
for disks that have high disk activity. While the performance difference between virtual IDE
and virtual SCSI controllers is generally not a concern for servers with low disk activity, in
cases of extremely high disk activity, virtual SCSI is a better choice than virtual IDE as it offers
better performance and requires less CPU overhead.

=] Settings for Guest-001 on TSSRV212 = [= -

[ Guest-001 v] P Q
# Hardware - [ add Hardware
1 BIOS ‘¥ou can use this setting to add devices to your wirtual machine,
Book from CD Select the devices vou want to add and click the Add button,
i flemory SCSI Contraller
1024 ME Mekwork Adapter
] F‘FDFESSDF Legacy Metwork Adaprer
4 Wirtual processors Fibre Channel Adapter
= I IDE Controller 0 €—— RemoteFy 30 Video Adapter
a Hard Drive
[ Guest-001_Boot. vhd:: ]
= i IDE Contraller 1
44 DVD Drive ‘You can increase the storage available to a virtual maching by adding & SCSI contraller
) Mone = and attaching wirtual hard disks to it, A SCSI controller requires integration services in

- the quast operating system. Do not attach a system disk ko a SCSI contraller. Swstern
(= #¥E 5CSI Controler €—— disks must be attached ko an IDE controller,

—w Hard Drive
[ Guest-DDl_F‘ageFiIe.vhdx]
(= @ 5CST Controller €——
—w Hard Drive
[ Guest-DDl-SQLData.vhdx]
= B 5CSI Controller ¢——

_u Hard Drive
[Euest—DDI_SQLLogs.vhdx ]

I Metwork Adapker

w

wirkual Switch 1 (External LAM)

Figure 97. Use Separate Virtual Controllers for High I/O Drives

In addition, if a guest VM has multiple disks requiring high I/O, each virtual hard disk can be
associated with its own virtual SCSI controller to further maximize performance. In Figure
97, a Server 2008 R2 guest VM has separate hard drives (VHDXs) for the OS (must be an IDE

device), the page file, a SQL database, and for SQL logs.
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9.1.1 Block Alignment (Diskpart)

NTFS aligns its metadata and data clusters to a partition boundary by increments of the
cluster size (which was selected during file system creation (by default is 4 KB)). In earlier
releases of Windows, the partition boundary offset for a specific disk partition could be
misaligned as compared to the array disk stripe unit boundaries. This caused requests to be
unintentionally split across multiple disks.

To force alignment, use Diskpart.exe at the time that the partition is created. In Windows
Server 2008, partitions are automatically offset by 1 MB, which provides good alignment for
the power-of-two stripe unit sizes that are typically found in hardware. If the stripe unit size
is set to a size that is greater than 1 MB, the alignment issue is much less of a problem
because small requests rarely cross large stripe unit boundaries. Note that Windows Server
2008 defaults to a smaller power-of-two offset for small drives.

If alignment is still a problem even with the default offset, use Diskpart.exe to force
alternative alignments at the time the partition is created. Since Dell Compellent virtualizes
the disk at the block layer, disks that are aligned using Diskpart will show negligible
performance differences.

9.1.2 Disable File Last Access Time Check

Windows Server 2003 and earlier Windows operating systems update the “last-accessed”
time of a file any time an application opens, reads, or writes to the file. This increases the disk
I/O which can negatively impact CPU performance due to the overhead. If applications do
not use the “last-accessed” time of files on a server, system administrators should consider
setting the following REG_DWORD registry key to a value of 1 to disable these updates.

HKLM\System\CurrentControlSet\Control\FileSystem\NTFSDisableLastAccessUpdate

By default, newer Windows clients (Vista and newer) and servers (2008 and newer) disable
the “last-access” time updates by default. If running Windows 2003 or earlier guest
operating systems on Hyper-V, it is recommended that file “last-accessed” be disabled to
help optimize disk performance.

9.1.3 1/0O Balancer Controls

These are advanced tuning options and should not be used unless there is a specific reason
to do so in your environment.

The virtualization stack balances storage I/O streams from different Hyper-V guest VMs so
that each guest has similar I/O response times when the system’s I/O bandwidth is saturated.
The following registry keys can be used to adjust the balancing algorithm, but note that the
virtualization stack already tries to fully use the I/O device’s throughput while providing
reasonable balance.
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The first path below should be used for storage scenarios, and the second path should be
used for networking scenarios:

HKLM\System\CurrentControlSet\Services\StorVsp\<Key>
HKLM\System\CurrentControlSet\Services\VmSwitch\<Key>

Both the storage and networking registry paths have the same three REG_DWORD keys:

e |OBalance_Enabled: The balancer is enabled when set to a nonzero value and
disabled when set to 0. The default is enabled for storage and disabled for
networking. Enabling the balancing for networking can add significant CPU overhead
under some circumstances.

e |OBalance_KeepHwBusylatencyTarget_Microseconds: This controls how much work
(represented by a latency value) the balancer allows to be issued to the hardware
before throttling to provide better balance. The default is 83 ms for storage and 2 ms
for networking. Lowering this value can improve balance but will reduce some
throughput. Lowering it too much may significantly affect overall throughput. Storage
systems with high throughput and high latencies can experience increased overall
throughput when a higher value is set for this parameter.

o |OBalance_AllowedPercentOverheadDueToFlowSwitching: This controls how much
work the balancer issues from a Hyper-V guest before switching to another guest.
This setting is primarily for storage where finely interleaving the I/O from different
guests can increase the number of disk seeks. The default is 8 percent for both
storage and networking.

9.2 Hyper-V Guest Performance

The following sections detail steps that can improve Hyper-V guest performance.

9.2.1 Enlightened I/O Guests

The operating system kernel in Windows clients (Vista SP1 and newer) and Windows Server
(2008 and newer) includes feature “enlightenments” that optimize OS performance when the
OS is installed as a Hyper-V guest. An enlightened guest means that the OS is virtualization-
aware to some degree. The enlightenments work by decreasing the amount of CPU
overhead required when an OS is running as a Hyper-V guest VM. In addition, Integration
Services (see section 9.2.2) can provide additional enlightenments to help reduce guest VM
I/O demands. For optimal guest VM OS performance, Windows Server 2008 or newer is
recommended.

9.2.2 Integration Services

The VM integration services include enlightened drivers for the synthetic I1/O devices, which
significantly reduces CPU overhead for I/O as compared to emulated devices. The latest
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version of integration services should be installed on every supported guest VM. These
services decrease the CPU demand on the guests and can improve the 1/O throughput.
Installing the most current version of integration services for the guest OS is normally always
the first step in tuning a Hyper-V guest VM for performance.

Because integration services improve the interaction between the guest VM and the Hyper-V
host server to ensure optimal performance, it is important to verify that the necessary
integration services are installed on the guest VM and that they are the latest version.
Without integration services (or if they are outdated) the guest VMs may not run correctly
resulting in poor performance and instability.

L] ice M
=, Device Manager

File  Action View Help
= m| 3

gy MG-Guest7o04

+-7M8 Computer

Disk drives
L, Display adapters
- DVDJCO-ROM drives
I Floppy disk drives
= Floppy drive controllers
7 Human Interface Devices
4 IDE ATA/ATAPI controllers
Keyboards
Mice and ather pointing devices

Other devices
Al Unknown device

Processors
= Storage controllers
| System devices

Figure 98. Unknown Guest VM Devices Indicates Missing or Outdated Integration Services

One of the indications that integration services are not installed or outdated on a Windows
guest is the presence of unknown devices in Device Manager.

Even though integration services are included natively with Microsoft operating systems such
as Windows Server 2008, the integration services may need to be updated depending on the
version of Hyper-V host they are running on. For example:
e Fora Server 2008 R2 guest VM running on a Server 2008 R2 Hyper-V host, no action
should be required to update integration services.
e Fora Server 2008 R2 guest VM running on a Server 2012 Hyper-V host, the
integration services must be updated.
e If in doubt, verify that the integration services are current by following the steps in
section 9.2.3 below.
e For non-Windows guest OS versions that are supported on Hyper-V (e.g. Linux), the
latest integration services are available for download from Microsoft.
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9.2.3 Installing or Updating Integration Services
In the following example, the integration services will updated on a new install of Server

2008 R2 running as a guest VM on a Server 2012 Hyper-V host.

1) Connect to the Server 2008 R2 guest VM using Hyper-V Manager or Failover Cluster
Manager on the host server.

e MG-Guest7003 on TSSEV147 - Virtual Machine Connection
File Media Clipboard View Help
@3 Ctrl +4lt+ Delete Ctrl +2 ke +End

Turn Off... Ctrl+5
Shut Down.. Ctel+D
Save Cel+A

Pause Ctrl+P
Reset,., Ctrl+R

Snapshot.., Ctrl+
Rewert... Ctrl+E

[ Insert Integration Services Setup Disk ] Ctrl+

Figure 99. Install Integration Services

2) After connecting to the server, from the Action menu drop-down, select Insert
Integration Services Setup Disk as shown in Figure 99.

=101 x|
DVD Drive (D:) Integration Services Setup

-
[~ Always do this for software and games:

Install or run program from your media

Install Hyper-V Integration Services
ublished by Microsoft Windows

General options

Cpen folder to view files

View more AutoPlay options in Control Panel

Figure 100. AutoPlay Detects the Integration Services Installer

3) After a few seconds, AutoPlay should present the integration services installer. Click
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on it to launch the installer. If no AutoPlay option appears, browse to the mounted
DVD drive on the guest VM and double click on it to launch the installer.

Upgrade Hyper-V Integration Services ﬂ

@™ % A previous installation of Hyper-V integration services has been
9 detected (version 6.1.7601.17514). Click OK to upgrade this
= installation,

Figure 101. Upgrade Hyper-V Integration Services Dialog Box

4) Review the message and click on OK to continue the install.

5) Once the install has finished, reboot the guest VM.

6) After rebooting, verify that Device Manager on the guest VM is clean. It should not
contain any unknown devices.

9.2.4 Background Activity

Minimizing the background activity in idle Hyper-V guest VMs frees up CPU cycles that can
be used elsewhere by other guests, or to reduce power consumption. Windows Hyper-V
guests will typically use less than 1 percent of a CPU core when they are idle.

The following are several best practices recommendations for minimizing the background
noise on a Windows Server or Client that is running as a Hyper-V guest VM to minimize CPU
usage:

e |nstall the latest version of the integration services for the guest VM's OS.

e Disable the screen saver or select a blank screen saver.

e Remove or disable any unused hardware devices such as the COM port or CD-
ROM/DVD (or at least disconnect any mounted ISO media).

o Unless required by an application or process, log off the guest VM. An inactive logon
will consume a small amount of resources unnecessarily.

e Use newer versions of Windows Server/Client (Server 2008 or newer; Windows 7 or
newer) as these operating systems are more “enlightened” (virtualization aware)
allowing for more efficient CPU usage.

e Disable, throttle, or stagger scheduled tasks, periodic maintenance, or similar
recurring tasks or activities such as backups, virus scans, automatic updates, patching,
and defragmentation as appropriate.

o Disable any Windows or application services enabled by default that are not needed.

e Tune server/client applications to reduce unnecessary periodic activity.

e Disable any unnecessary background services such as Windows Search.

e Use Control Panel to disable the Aero Glass desktop experience with Vista and
Windows 7 clients.

December 2012 Dell Compellent Storage Center Hyper-V Best Practices 95



9.2.5 Windows Page File

Windows Server and Client OS installations place the page file on the boot volume by
default, and automatically manage it without user intervention. While Microsoft typically
recommends moving the page file to a separate dedicated volume for a Server OS to
maximize performance, there are some practical considerations that come into play as to
when and if this is really necessary. Ultimately, the decision will be a function of factors and
variables that are unique to each environment.

If a Hyper-V guest VM is running a Window Server or Client OS with low memory and disk
I/O demands, and can perform acceptably well with the default configuration, adding a 2"
drive and moving the page file (which adds set-up time and complexity) may not make any
sense. The general best practices recommendation is to keep the guest VM virtualization
design as simple as possible, and vary from the defaults only when necessary for design,
performance, or recoverability reasons.

For Hyper-V guest VMs running Windows Servers or Clients that host memory or disk
intensive applications (or if required by a particular application’s best practices design guide),
separating the page file to its own volume may be necessary to insure optimal performance.

There are also some definite advantages to placing a page file on a separate volume from the
Dell Compellent perspective. The below reasons in and of themselves may not be
sufficiently advantageous to make it worth the while to vary from the default page file design,
but should be considered as part of the overall page file strategy.

e Moving the page file to a separate dedicated volume reduces the amount of data that
is changing on the system (boot) volume. This helps reduce the size of Dell
Compellent Replays for the boot volume, consuming less SAN space.

o Volumes or virtual hard disks dedicated to page files typically do not require Replays
or snapshots taken for recovery purposes, and therefore don't need to be replicated
to a remote Storage Center. This is especially beneficial in cases where there is
limited bandwidth for replication of volumes and Replays between Storage Centers.

e Volumes containing only page files can also be excluded from Data Progression.
Since page file data is constantly changing, it benefits from staying at Tier 1-RAID 10
for maximum performance.

December 2012 Dell Compellent Storage Center Hyper-V Best Practices 96



10 Boot from SAN for Hyper-V

In some cases, such as with blade servers that do not have internal disk drives, booting from
SAN is the only option. Many physical Hyper-V hosts have internal drives providing for the
ability to boot locally or from the SAN. Deciding which option to use is dependent on a
number of considerations that are unique to each environment. The are some advantages
and disadvantages to each option:

10.1 Advantages of Booting from Dell Compellent SAN

Ability to take Dell Compellent Snapshots (Data Instant Replays) of boot volumes
which allows for quick recovery.

Ability to replicate boot volumes to a remote location for disaster recovery purposes.
Ability to create and leverage gold images of a Windows 2008 or 2012 Hyper-V host
server boot volume to quickly provision new Hyper-V host servers.

If Dell Compellent Replays (with Remote Replication) are the strategy for short and
long term backup and recovery, when boot volumes are on the SAN, there is no need
for other backup software to back up data on those volumes.

10.2 Advantages of Booting from Local Disk

In most cases, down time is avoided due to configuring redundancy for the SAN (dual
controllers), data paths (dual fabrics), network paths (dual switched networks) and
dual power domains, each with UPS backup. In the rare event (despite redundancies)
that an event prevents host server access to the SAN, Hyper-V host servers with local
boot disks will stay on line. However, any data disks that are SAN-based will be
affected.

If booting from local disk there is no need to purchase fiber channel or iSCSI HBA
adapters. For data volumes, the software iSCSI initiator can be used with standard
LAN-on-motherboard (LOM) or PCl-based NIC cards to map to data volumes on the
SAN.

The Dell Compellent Enterprise Manager and Data Collector servers should be on a
server with local boot disk so that in case of service events affecting the SAN,
administrators can still access the Enterprise Manager GUI.

It is also recommended to have a backup Active Directory (AD) domain controller
configured to boot from local disk to help ensure domain functionality for AD-
dependent resources in cases where the SAN needs to be completely off line for
maintenance.

10.2.1 Domain Controllers on Hyper-V Clusters

Do not configure your AD domain controllers as Hyper-V guest VMs on Hyper-V Clusters

that depend on those AD servers for Cluster Services authentication.
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This is because there is a boot-order dependency that requires at least one AD server to be
on line before cluster services can authenticate and start. If those dependent AD servers are
down because they are on the affected cluster, the cluster then has no way to authenticate
and start.

This unfortunate scenario will result in unexpected down time. To recover, manually recover
the guest VM running as an AD domain controller to a standalone hyper-V host outside of
the cluster. For example, map View Volumes containing the guest VM's virtual hard disks to a
standalone host outside of the affected cluster, and manually recover the guest VM there.

10.3 Configuring Hyper-V Hosts to Boot from SAN

Physical Hyper-V servers can be configured to boot from SAN using physical fiber channel or
iISCSI host bus adapters (HBAs). An example of each type of configuration will be shown
below.

10.3.1 Configure Boot from SAN with Fiber Channel HBAs

In this example, a rack mount physical Hyper-V host server with a QLE2562 (dual port) 8 GB
fiber channel HBA will be mapped to a dual-controller Dell Compellent Storage Center, boot
from SAN. Each port of the HBA will be presented to a separate fabric to insure redundancy
and to provide for multipath I/O (MPIO) load balancing.

In this example, the Hyper-V host server will be booting from a sysprepped gold image that
already has the MPIO feature installed and configured. Therefore both HBA paths can be
enabled and configured at the same time. If staging a new Hyper-V host from scratch that
has not had the MPIO feature installed, then modify the below steps to enable only one HBA
path initially. Once the OS and the MPIO feature are installed, then enable the 2" HBA path
and proceed to configure MPIO.

For more information on enabling and configuring MPIO settings for Server 2008 and Server
2012 Hyper-V, please refer to Section 4 of this document.

1) Ensure that the fiber channel switches, server HBA ports and cabling are configured
properly to allow both HBAs in the physical Hyper-V host to advertise their world
wide names (WWNSs) to the fabric so that zoning steps can be completed.

PCI3.8 Fibre Chanmel ROM BIOS Version 3.88

Cop t (C) OLogic Corporation 1993-2818. All rights reserved.

ww.qlogic.con

ress {CIRL-0> or <ALT-0> for Fast®UTIL
Firnware Version 5.84.81

Figure 102. Select CTRL-Q to Access the QLogic BIOS Settings
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2) Boot the physical server with the QLogic HBA card and during the boot process, press
Ctrl -Q when prompted to enter the HBA Fast!UTIL configuration tool.

elect Host Adapter
dapter Type Address Slot Bus Device Function

(LE2562 44060 g2 13 68

Figure 103. QLogic Host Adapter Main Screen

3) Since this is a dual-port QLogic HBA adapter, it displays two HBAs on the Select Host
Adapter Screen. In this example, the top HBA with address 4000 will be referred to as
HBAL1, and the bottom HBA with address 4400 will be referred to as HBA2. These
HBAs will be associated with separate fabrics to provide redundancy.

4) With the top HBA highlighted (HBA1), press Enter.

5) With Configuration Settings highlighted, press Enter again.

Adapter Defaults Restored

Figure 104. Reset the HBA to Default Settings

6) Arrow down to Restore Default Settings and press Enter. While restoring the default
settings is not required, it is recommend to clear any previous HBA settings that might
interfere with a successful configuration.

7) With Adapter Settings highlighted, press Enter again.

dapter Settings

BIOS Address:

BIOS Revision:

Adapter Serial Number :
Interrupt Level:

Adapter Port Name:

Host Adapter BIDS:

Frame Size: 2848

Loop Reset Delay: 5
Adapter Hard Loop ID: Disabled
Hard Loop ID: [’]
Spinup Delay: Disabled
Commection Options: 1
Fibre Channel Tape Support :Enabled
Data Rate: A

Figure 105. Set the HBA Adapter Settings

8) Modify the Adapter Settings as shown in figure 105:
e Enable the Host Adapter BIOS
e Be sure to set Connection Options to 1 (Point to Point only)
e |eave all other options set to the defaults (as shown)
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onfiguration Settings

Adapter Settings
Selectable Boot Settings
Restore Default Settings
Rauw Nvram Data

Figure 106. Advanced HBA Settings

9) When finished, press the Escape key once, and then select Advanced Adapter
Settings and press Enter.
dvanced Adapter Settings

Execution Throttle:

Luns per Target: 256
Enable LIP Reset: Yes
Enable LIP Full Login: Yes
Enable Target Reset:

Login Retry Count:

Port Doun Retry Count:

Link Doun Timeout:

Operation Mode:

Interrupt Delay Timer:

Enable Imterrupt:

EV Controller Order: Disabled

Figure 107. Set Advanced HBA Settings

10) Configure the Advanced Settings as show in figure 107:
o For Execution Throttle (queue depth), set a higher or lower number than 256
if desired for your server environment
o Set Luns per Target as desired (set to 256 in this example)
e Set Enable LIP Reset, Enable LIP Full Login, and Enable Target Reset to Yes
o Set Login Retry Count to 60 (seconds)
o Set Port Down Retry Timeout to 60 (seconds)
e Set Link down Timeout to 30 (seconds)
o |eave the other options set to the defaults as shown

onfiguration Settings

Adavter Settinas

Restore Default Settings
Raw Nvranm Data
Advanced Adapter Settings

Figure 108. Selectable Boot Settings
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11) Press Escape one time and then highlight Selectable Boot Settings and press Enter.

electable Boot Settings

Selectable Boot:
(Primary) Boot Port Name,Lun: (217 %1% 2171717 121721717177 B
Boot Port Name,Lun: ABBBRRANABARRAAA, A

Figure 109. Enable Selectable Boot Settings

12) Set Selectable Boot to Enabled. Make sure that all boot ports are cleared (so they
show all zeros).

Configuration settings modified

Do not save changes

Figure 110. Save HBA Configuration Changes

13) Then press Escape twice, and when prompted to Save Changes, do so.

Configuration Settings
Scan Fibre Devices
Fibre Disk Utility
Loopback Data Test

Exit Fast!UTIL

Figure 111. Select Another HBA

14) Arrow down and choose Select Host Adapter, and then press Enter.

elect Host Adapter
dapter Type Address Slot Bus Device Function

(LE2562 4080 B2 13 0@ 8

Figure 112. Select the 2" HBA

15) Repeat steps 4 through 13 above to configure the 2"* HBA (HBA2) and enable it, and
save the changes.

16) Reboot the server, and press Ctrl -Q when prompted to enter the HBA Fast!UTIL
configuration tool again.
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Configuration Settings

Fibre Disk Utility

Loopback Data Test
Select Host Adapter

Exit FasttUTIL

Figure 113. Scan Fiber Devices

17) Highlight HBA1, press Enter, arrow down to Scan Fiber Devices and press Enter.

Uendor

No device
No device
No device
No device
No device
No device
No device
No device

]
|
2
3
4
5
]
7

can Fibre Chammel Loop

Product

present
present
present
present
present
present
present
present

Rev Port Name

Figure 114. No Devices Present

18) No active ports will be shown (yet) but the HBA card can now advertise its World Wide

Name (WWN) to the fabric so that zoning steps can be completed.

19) Repeat step 17 for HBA2.
20) At this point, leave the server powered on sitting at the QLogic Fast!UTIL screen and

complete any fabric configuration steps to allow HBA1 and HBA2 to see the Dell

Compellent Storage Center. This typically involves creating a zone on each fabric to

associate the desired Storage Center with the WWN for the desired server HBA (or

associated fiber switch port).

21) Once the fabric changes have been completed, the WWNs for HBA1 and HBA2

should now be visible to the Storage Center. Log on to Storage Center Manager and

under Servers, create a server folder to hold the new server object.

22) Right click on this folder and select Create Server.
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@5[ 5 - Create Server

@ Back [ ouit [ Advisor

IS[= E3

If wou know the Host Bus Adapter(s) for this Server, select them from the list below.
For assistance in finding a specific HBA, select Find HBA.
Tao manually define an HBA not found in the list below, select Manually Define HBA.

I Port Information

Include IType IServer Pork

- F FiZ 21000024FFZ7039F

v = FC 21000024FF3ESADC

v = FC 2IDDDDZ4FF3E8ADD]
= FC 2101001B322902DA

= FC 2101001B3220F 704

Port Id: ED1600, Mode Mame: 2DEIEIEII324FF2?D39F,A
Port Id: EB1800, Node Name: 20000024FF3EGADC
Port Id: E31600, Mode Mame: 20000024FF3ESA00
Port Id: E30800, Node Name: 2001001832290204,

Port Id: E30400, Mode Mame: 2001001B3229F 704, i

“p Define HES by IP | 2 Manually Define HEA | “» Find HEA | ‘ | Zp Continue I

|»

=

Figure 115. Associate the HBAs to a Server Object on the Dell Compellent Storage Center

23) The WWNs of both HBA1 and HBA2 should now show as available in the listing of
available HBAs. In the Include column, check the box for HBA1 and HBA2 and then

click on Continue.

Note: If the HBAs are not listed as shown in Figure 115, then double-check your fabric
configuration, HBA settings and cabling. Repeat Rescan Fibre Devices using the Fast!UTIL
utility until the HBAs are visible in the list. While it is possible to manually define HBAs if they
are not listed, the best practices way is to choose them from the list as it removes all doubt
that the server's HBAs can “see” the Storage Center sucessfully.

GSE 5 - Create Server !E I
@ pack B ouit [ Advisor
-
Folder: J
T T5-HY-Clusternz =]
5 T5-HY-Cluster03
59 T5-HY-Cluster04
59 T5-HY-Cluster0s
{59 T5-HY-Clusterds
{59 TS-HY-Clustern?
{59 T5-HY-Cluster0a
P T5-Hv-st:
[]--@ Microsaft
[0 Novel MW
-[5 Oracle LI
= Create a MNew Folder
Marme: ”TSSR\-‘2DB |
Operating |Iwind0ws 2005 MPLO | LI @
System:
Motes:
=l
p Continue |

Figure 116. Configure Server Settings

24) Provide a name for the server, and from the Operating System drop down list,
choose the appropriate operating system (Windows 2008 MPIO in this example) and
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then click on Continue, and then Create Now.
@SES—Ereate Server !El

@ Back & Retun [ quit [B] Advisor

Server TSSRYZ08 has been created.

Last Semer: TSERY203

[_) Map this Server to a Yolume ] |

“p Map a different Server to a Yolume |

) Create Yolume |

) Create Server |

S Close |

Figure 117. Map the Server to a Volume

25) Once the server has been created, it needs to be mapped to a boot volume. Do one
of the following:
e Select Map this Server to a Volume if a boot volume already exists (as in this
example)
o Select Create Volume if a boot volume needs to be created
26) In this example, since the boot volume already exists, Map this Server to a Volume is
selected as shown in Figure 117.

GSE 5 - Map Yolume to Server !El E
@ Back & Return ) quit  [F7] mdvisor

| v

Select a Volume to map:

(-5 TS-Hy-Cluster0a |
[1-{58 T5-Hy-Standalone

TSSRYZ0Z
- T9SRY20A
&= 1 Ent_Eoat]
TSSRVZ12 J
TSSRY299 —

= TSSRYI0L =

= Create Volurme || | = Continue ||

_

Figure 118. Map the Server to a Boot Volume

27) Select the desired boot volume, and then click on Continue.
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rre,,,—,———
{8 sC 5 - Map Yolume to Server =]

o Back & Return [ ouit  [B] Advisor

Create mapping between the following Yolume and Server:

Yolurne: TSSRW208_W2KBR2Ent_Boot
Server: TSSRW208

=

Figure 119. Select the Advanced Button to Configure LUN Settings
28) Click on the Advanced button.

{&5C 5 - Map Yolume to Server M=l “
¢ Back & Retun [ cuit  [F7] Advisor

|»

14 Select LUN

[l7 Map valume using LUN O (this is usually reserved for boaot vulumes)i]

T Use LUMN |255 when mapping the selected volume to the selected server.
¥ Use the next available LUN if the preferred LUN is unavailable.

&,.g Restrict Mapping Paths i

[ Only map using specified server ports:

IType IServer Part Status Connected Contrall

= - Fi Z1000024FF3ESADC Up 500003 1000036008

|7 ' FiZ 21000024FF3ESA0D Up SO00003 1000036000
=

Zp Cortinue |

Figure 120. Set the Boot Volume to use LUN 0

29) Because this is a boot volume, check the box for Map volume using LUN 0. Then
click on Continue, Create Now, then on Close.

30) Return to the QLogic Fast!UTIL configuration screen on the physical host server.
31) Select HBA1 and press Enter.

32) Select Scan Fibre Devices and press Enter.

can Fibre Channel Loop
Uendor Product Rev Port Name Port ID

No device present
No device present
No device present

COMPELN TCompellent Vol @585 5088D31866036005 C61460
No device present

Figure 121. A Scan Now Shows an Active Boot Path for HBA1

33) The scan results should now show one or more active ports as shown in Figure 121.
34) Repeat with HBAZ2 to ensure it can also see one or more active ports.
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35) Select HBA1 again and press Enter. Under Configuration Settings, choose
Selectable Boot Settings and press Enter.

electable Boot Settings

Selectable Boot: Enab led
(Primary) Boot Port Name,Lun:

Boot Port Name,Lun: AARRRRARARARRLAA, B
Boot Port Name,Lun: ABNARARAARARALBAA, A
Boot Port Name,Lun: ABRARARAARARABAA, A

Figure 122. Highlight the 1* Boot Port

36) Arrow down to the first Boot Port (which should show all zeros) and press Enter.

elect Fibre Charmel Device
Uendor Product Rev Port Name Port ID

No device present
No device present
No device vresent

No device present

Figure 123. Select the Active Path

37) After a brief pause, at least one active port should be listed as shown in Figure 123. In
this example, there is only one active port for each HBA. Arrow down to the first
active port and press Enter.

electable Boot Settings

Selectable Boot: Enab led
(Primary) Boot Port Name,Lun:

Boot Port Name,Lun: ARBRBRARBARRAAAG |
Boot Port Name,Lun: ARAARARAREAAAAAA |
Boot Port Name,Lun: ABBARRBARRRANGGA ,
Boot Port Name,Lun: ARBARPARPARARBAA ,

Figure 124. Active Boot Port Now Listed for HBA1

38) The active boot port should now be populated with a WWN as shown in Figure 124.

39) If there are more active ports (as listed in Figure 123), arrow down to the next Boot
Port, press Enter, and arrow down and highlight the next active port listed, and press
Enter.

40)When finished adding active boot ports for this HBA, press Escape twice and save the
changes. In this example, there is only one active boot port listed for HBAL.

41) Repeat the same process for HBA2, following steps 35 - 40, until all its active boot
ports are listed under Selectable Boot Settings.

42) Save the HBA changes and reboot the server.
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ress <CTRL-0> or <ALT-0> for FasttUTIL
ISP24xx Firmware VUersion 4.88.308

evice Device Adapter Port Lun Vendor Product Product

unber Type Number ID Number ID §)] Revision
Disk A C7e868 @ COMPELNT Conpel lent Vol A6A1
OM BIOS Installed

Figure 125. Dell Compellent Boot Disk Listed at Server Startup

43) As the server starts to boot, a Dell Compellent Disk (with a LUN of 0) should be listed
as shown in Figure 125 before the OS starts to load.

Note: If the physical host server has an on-board RAID controller, it may be necessary to
disable the onboard controller in the host server's BIOS, and/or configure the boot order
priority so that the QLogic HBA is listed before the onboard RAID controller. Otherwise the
server may ignore the QLogic HBA boot path and attempt to boot from local disk.

44)Since the boot volume in this example is a sysprepped server gold image that already
has the MPIO feature installed with MPIO configured, no other action is required.
Once the OS is loaded, verify (and adjust if desired) the MPIO settings.

45) If an OS is being installed from scratch, modify the above steps as follows:

) Install the OS with only a single HBA path and single port enabled.

) Once the OS is installed, install the Multipath MPIO feature.

) Reboot the server and use the QLogic Fast!UTIL utility to enable the 2" HBA path.

)

)

o O T Y

Complete any fabric changes for the 2™ path.

Add the 2" HBA to the server in Dell Compellent.

) Boot the server and complete MPIO configuration.

g) For more information on enabling and configuring MPIO settings, please refer to
Section 4 of this document.

=3 0D

10.3.2 Configure a QLogic iSCSI HBA Card to Boot from SAN

The below steps show how to configure a Hyper-V host server to boot from SAN using a
QLogic iSCSI HBA card. In the below example, a single path with be configured. If MPIO is
desired, then once the OS has been loaded, enable the MPIO feature (see Section 4) and
repeat the below steps to enable a 2" iSCSI path, and then configure MPIO settings.

1) Install the QLogic iSCSI HBA into the physical server, complete any required switch
configuration, connect any required cabling, then power on the server.
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(lLogic Corporation

(LE4862C iSCSI ROM BIDS Versiom 1.13

Copyright (C) QLogic Corporation 1993-2887. All rights reserved.
www.qlogic.com

Press {CTRL-0> for Fast*'UTIL

{CIRL-0> Detected, 3, Please wait...

Figure 126. Press CTRL-Q to Access the QLogic iSCSI Fast!UTIL utility

2) Press Ctrl-Q when prompted to enter the QLogic Fast!UTIL utility.
3) If there are multiple iSCSI adapters listed, select the desired adapter to configure.

Scan iSCSI Devices
iSCSI Disk Wility
Ping Utility
Loopback Test
Reinit Adapter
Select Host Adapter
Exit Fast!UTIL

1
Figure 127. Select QLogic iSCSI Configuration Settings

4) From the Fast!UTIL Options menu select Configuration Settings.

pst Adapter Settings
iSCSI Boot Settings

Advanced Adapter Settings
Restore Adapter Defaults
Clear Persistent Targets

_ _
Figure 128. Select QLogic Host Adapter Settings

5) From the Configuration Settings window, select Host Adapter Settings.
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BIOS Address:

BIOS Revision:
Adapter Serial Mumber:
Interrupt Level:

Initiator IP Settings

Spinup Delay: Disabled

Initiator iSCSI Mame: iqn.20868-84.con.conpellent :tundr
Initiator Chap Name :

Initiator Chap Secret:

-
Figure 129. Select QLogic Initiator IP Settings

6) On the Host Adapter Settings menu, select Initiator IP Settings.

Initiator IP Settings

Enable IPv4: Yes

IPv4 Address via DHCP: No

IPvd4 Address: 1A0.10.36.28
Subnet Hask: 255.255.08.8
Gateway IPvd4 Address: 18.18.36.1
Enable IPvG:

IPv6 Link Local Address: Manua |

IPv6 Link Local Address: FESA:A:A:0:0:0:0:8
IPv6 Routable Addresses: Hanua

IPv6 Routable Address 1:

IPv6 Routable Address 2:

Default IPv6 Router Address: B:8:

Figure 130. QLogic Initiator IP Settings

7) On the Initiator IP Settings menu, enter the appropriate information for your
configuration such as IP Address, Mask, and Gateway. In this example, IPv4 is used.
8) When finished, press Escape to go back to the Host Adapter Settings menu.

—— tost Adapter Settings

BIDS Address:

BIOS Revision:

Adapter Serial Number :
Interrupt Level:

Initiator IP Settings
Spinup Delay: Disabled
Initiator iSCSI Name:
Initiator Chap Nane :
Initiator Chap Secret:

Esss————————SSSS—————
Figure 131. QLogic Initiator iISCSI Name
9) Select Initiator iSCSI Name.
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Enter iSCSI Name

Current: ign.20088-84.con.conpel lent :tundr
a.l

iqn.20088-84 .con.conpel lent :tundr
a.l

Figure 132. Enter iSCSI Name

10) Enter an appropriate iSCSI name for the connection.

11) Hit Escape to go back to the Host Adapter Settings menu.
12) Make sure Spinup delay is Disabled.

13) Hit Esc to return to the Configuration Settings menu.

14) Select iSCSI Boot Settings.

iSCSI Boot Settings
Boot Device Lun Target IP iSCSI Name

Primary: 8 ©8.8.8.8
Alternate: @

Adapter Boot Mode:

Prinary Boot Device Settings
Alternate Boot Device Settings
DHCP Boot Settings

Press "C" to clear selected boot device or <F1>
to display conplete iSCSI name of boot device

Figure 133. iSCSI Boot Settings

15) On the iSCSI Boot Settings screen select Adapter Boot Mode and set it to Manual.
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Primary Boot Device Settings

Use IPv4 or IPvG: Ipvd

Target IP: 18.18.64.1

Target Port: 32608

Boot LUN: A

iSCSI Nane: ign.2082-83.con.conpel lent :58068d

31868836811

Figure 134. Primary Boot Device Settings

16) Back at the iSCSI Boot Settings menu select Primary Boot Device Settings.

17) Select Use IPv4.

18) Enter the appropriate IP address of the iSCSI controller for the Dell Compellent
Storage Center.

19) Set the Target Port = 3260.

20) Set Boot LUN = 0.

21) Enter the iSCSI Name for the Dell Compellent iSCSI controller.

22) Hit Escape when completed.

iSCSI Boot Settings

Boot Device Lun Target IP iSCSI Name
Primary: j 5%
Alternate: @

Adapter Boot Mode: Manual
Primary Boot Device Settings
Alternate Boot Device Settings
DHCP Boot Settings

Press "C" to clear selected boot device or <F1>
to display complete iSCSI name of boot device

—————————————————————————|
Figure 135. Primary Target LUN

23) On the iSCSI Boot Settings screen, select the Primary Boot Device.
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elect iSCSI Device
Uendor Product Rev iSCSI Name

COMPELN TConmpellent VU ol 8481 iqn.20882-83.con.conpel lent :50066
No device present
No device present
No device present
No device present
No device present
No device present
No device present
No device present
No device present
No device present
No device present
No device present
No device present
No device present
No device present

Use <PageUp/PageDoun> keys to display more devices
Press <F1> to display conplete iSCSI name of selected device

Figure 136. Select iSCSI Device

24) On the Select iSCSI Device screen, select ID 0.

Configuration settings modified

Do not save changes

Figure 137. Save Changes

25) Press Escape twice then select Save changes.
26) Reboot system and install the OS.

Note: Windows 2008 does not contain QLogic iSCSI drivers so these drivers will have to be
loaded during the Windows 2008 setup from a mounted ISO file or a USB device.

27) If MPIO is desired, then install the MPIO feature, and repeat the above steps to enable

a 2" iSCSI path, and then configure MPIO settings. Please see Section 4 for more
information on MPIO settings.
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11 Storage Manager for SANs

The Dell Compellent VDS service works with Microsoft Storage Manager for SANs to simplify
Storage management on Server 2008 Hyper-V host servers.

This procedures below describe how to install and configure both Microsoft Storage
Manager for SANs and Dell Compellent’s VDS service. Both pieces of software must be
installed prior to using Storage Manager for SANs to connect and configure Dell Compellent
Storage.

11.1 Install Storage Manager for SANs

1) From a Windows 2008 server (full installation), login and launch Server Manager.
2) Select Features and then Add Features.
=

e Select Features

Clar

Features Select one ar mare features to install an this server,

Confirmation Features: Drescription:

Prearess L SHTP Server ] e foe hons o reate

Results SHMP Services

'E-tu:urage Manager for ':'-}'-\I"-Jsl
Subsystern For UNLE-based Applications
[] Telnet Client

manage logical unit numbers (LUNs)
on Fibre Channel and iCST disk drive
subsystems that support Virtual Disk,
Service (¥D3),

[] Telnet Server

[ TFTP Client

[ windows Biometric Framework

[ windows Internal Database

[ windows Powershell Integrated Scripting Environment (I
Windows Process Activation Service (Installed)
[] windows Server Backup Features

[ windows Server Migration Tools

l: ‘Windows System Resource Manager

[ windows TIFF IFilker

[ wWinRM 115 Extension

l: WINS Server

[] wireless LAM Service

[] #Ps Wiewer

1| | »

More about festures

Inistall Cancel

< Previous | Mext = I

Figure 138. Storage Manager for SANs Feature

1)
2)

Check Storage Manager for SANs then click Next.
Click Install and allow the installation to finish.

11.2 Install Dell Compellent VDS (Virtual Disk Service)

1)
2)
3)

Start the VDS setup by launching the CompellentVDSManagerSetup.msi installer file.
Click Next on the Welcome screen.
Review and accept the license agreement and click on Next.
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4) Click Next on the Destination folder screen. Change the default directory if desired.

5) Click the Install button and allow the installation to finish.

6) When the install has completed, the Launch VDS Manager Configuration checkbox

should be checked.

7) Click on the Finish Button to exit the install wizard and the configuration utility should

start.

11.2.1 Configure Dell Compellent VDS Manager Service

P8 adobe Reader %
(2 Internet Explorer {64-bit)
(= Inkernet Explorer
< Windows Update
| 7-2ip
. Accessaries
. Adrministrative Tools
. Compellent Technologies

. Dell Compellent

. HP Insight Management WEEM Providers
. HP Management Agents

| HP System Tools

| Storage Center PowerShell Snapin
. D5 Manager for Microsoft Servers

[ c Configure ¥D3S Manager For Microsoft S

‘ u
Marty Glaser

Documents
Compuker
Metwark
Control Panel

Devices and Printers

. Maintenance
) Startup Administrative Tools »
Help and Support
Run...
1 Back ‘Windows Security
I |Search programs and files @J Log off | »

Listart BY o 2 23 5 storage Manager for SAhs | d

Figure 139. Configure VDS Manager

1) If the VDS configuration utility does not launch, then it can be run manually from
Start>All Programs—> Compellent Technologies—> VDS Manager for Microsoft

Servers—>Configure VDS Manager for Microsoft Servers.
2) Atthe welcome screen, click on Next.
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aCompEIIEnt VD5 Manager for Microsoft Servers [_ (O] x| I

c Configure System Information

Startup
Apply License
2 Configure Systems

Define Compellent Storage Center Systems to Manage

All defined and discovered Storage Centers are listed.

To manage a discovered Storage Center, select and update the discovered
system. To add a new Storage Center. select Add New System and enter the

system information

System Information:

Systems: I

Add New Definition Host: [172.31.37 225
[Add New System] User Name: Iadmin
Discovered Systems Password: |uo
Tech ol 5C5 Corffigure Defaults | Remove Add
< Back Finish Cancel

Figure 140. Defi
3)

ne Storage Center

On the Configure System Information screen select [Add New System] and enter the

appropriate login information for the Dell Compellent Storage Center then click the
Add button.

11.3 Storage Manager For SANs Example

Repeat step 3 if additional Dell Compellent Storage Center systems should be added.
When all the desired Storage Centers have been added, then click on Finish.

In the example shown below, a LUN will be created using Storage Manager for SANs with

Dell Compellent’

s VDS integration.

1) Once Dell Compellent VDS is installed and configured, launch Storage Manager for
SANs from Start->Administrative Tools.

= storage Manager for SANs M=
File  Action ‘Wiew Help
e xmH
sl Storags Manager For A ) oo |1 dzted Time: 4:03 PM on 10/12/2012 | Actions
(s | |1 Management - - LN Managemen -
5 Subsystems | LUM Mu... | LUMMame | Subsystem | Server | Type | Size: | status
[T Hornetl_boaot  SC 12 (Fibre... Simple 0GE  Online Manage Server Connections. ..
Cu 45 Terraplanel...  SC12 [Fibre... Simple 40.0GE  Online Manage iSCSI Targets. ..
o 3 CSLW2kaR... SC12 (Fibre... Simple S00GE  Online Manage I5CSI Security. .
o214 CELMWW2KB..  SC12 (Fibre... Simple 450GE  Online Log On b ISCST Targets...
= - - -
382 Replof'w2.. SC12 [Fibre... Simple 500 GB Online E Refrash...
S Galal-11gR.. 5C12 [Fibre... Simple MOGE  Online R
Vi
o 472 GalBrab11.. SC12 (Fibre.. Simple  SO0GE  Drline b
o 473 Galol-11gR..  5C12 (Fibre... Simple 100GE  Online H e
(S Brolb-11gRZ.. 5C12 (Fibre... Simple MOGE  Online b vt BT ry
=y Brol-11gRZ.. SC12 (Fibre... Simple 100GE  Online B tep
L_al 0 ARACT o] o e B I {1 ¥ [t 1 { = N =] | P
Figure 141. Create LUN with Storage Manager for SANs
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1) To create a LUN, select LUN Management from the left pane and then select Create
LUN from the Actions pane.

2) The Provision Storage Wizard screen should appear. Click Next to continue.

& provision Storage Wizard H=] E3
-]-h}‘ Storage Subsystem

Steps: Y'ou can create a LUN on any directly attached or network. attached storage subsystem.

Before You Begin

Starage Subapsten Select a subsystenm:

LUN Type Mame | T}lpe | Capacity | Free Space |
iSCSI
Fibre Channel

i5CSI

LUN Mame and Size

Server Azsignment

Fibre: Channel E71TE
Server Access
Review Settings and Create
Storage — Detailz
Canfirmation Subsystem Name: 5C12
Supported LUN types: Simple

Figure 142. Select the Storage Subsystem

3) Select the desired Dell Compellent Storage Center to create the LUN on. In this

example, Storage Center 12 (SC 12 Fibre Channel) is selected as shown in Figure 142.
Click on Next to continue.

& Provision Storage Wizard !EI
&~ LUNType

Sl The LUN type determines performance and reliability characteristics of the LUN. You

Before You Begin can uze any LUM type that iz available on the selected storage subspstem.

Storage Subspstemn

Storage subsystem:
LUN Type e 1;’; s
LUMN Marne and Size
Server Azsignment Select 2 LUN type:
Type Fault Tolerant b aximum Size

Server Access

Review Settings and Create
Storage

Confirmation

For more infarmation about LUM types. see Overview of LUN Types.

Figure 143. Select the LUN Type

4) On the LUN Type screen, highlight Simple then click on Next.

Note: “Simple” is the only option available on a Dell Compellent Storage Center.
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Steps:

Before You Begin
Storage Subsysten
LUM Type

LUN Mame and Size
Server Azzignment
Server Access

Review Settings and Create
Storage

Confirmation

& Provision Storage Wizard

-;v’f LUN Name and Size

To configure a newvs LUM, wou must specify a name and zize for the LUM.

Storage subsysten;
Jsci2

LUMN type:

Type: Simple
Fault Tolerant: Mo
b aximum Size: 100 TE

Type a LUM name:
|T55RV208_Datand

Specify a LUN zize:

[0 [ee ]

IS[=] E3

Figure 144. Define the LUN Name and Size

5) On the LUN Name and Size screen, provide a name for the new LUN and also specify
the LUN size. Then click on Next.

n Storage Wizard

Steps:

Before vou Begin
Storage Subsystem
LUM Type

LUMN Mame and Size
Server Azsignment
Server Access
Volume Creation
Farmnat

Review Settings ahd Create
Starage

Confirmation

{."f Server Assignment

Touge the LUN, vou must assign it to a server, You can azsign the LUM locally to this
server of bo & cluster to which this server is joined. or remately to any other server ar
cluster that can access storage on the selected zubsystem.

To which gervers do pou want to azsign this LUNT
& This server anly
e LUMN 1z uzed only by this server. Mo other servers have access to the LUN.

€ alliseryers i this cluster

The LUK iz uzed by the cluster to which thiz server iz joined. All servers in the cluster
hawe access to the LLIN.

" Other server or cluster

Aszigning the LUN to a different server or cluster is advanced configuration,
which requires that server connechions have been configured by uzing Storage
Manager for SANs and the instructions in Manage Server Connections.

" Naot assign LUM now

The LUM iz not azzigned ta anp server. Mo servers have access b the LUK,

Figure 145. Select a Server Assignment

6) On the Server Assignment screen, select the appropriate option and then click on

Next. In this example, This server only is selected.
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& Provision Storage Wizard
e~ ServerAccess

Steps:

Befare You Begin
Storage Subsystem
LUM Type

LUM Mame and Size
Server Azsighment
Server Aocess
Wolurne Creation
Farmat

Fieview Setting: and Create
Storage

Caonfirnation

To complete assignment of the LUM, you must select the server ar cluster to which pou
want ko azzign the LUK, All ports enabled on the selected server or cluster have access
ta the LLIM,

Select the zerver or cluster to azzign the LUN:

Server or Cluster Description

The LUM iz aszsigned to the following ports on the selected server:

Server | HEA Port ' | Added | [ ezcription |
TS5RY203 21:00:00:24:FF:3E:.. Auta
TS5RW203 21:00:00:24FF:3E:.. At

IS[=l E3

Figure 146. Define Server Access

7) On the Server Access screen, select the server (or server cluster) to assign the LUN to
and then click Next.

& Provision Storage Wizard

{‘,’# Yolume Creation

Steps:
Storage Subsystem

LU Mame and Size
Server Azzignment
Server Access
Walume Creation
Format

Review Settings and Create
Starage

Canfirmation

‘You can create a volume for the news LUN now or you can create it later on the server
Before You Begin that has access to the LUN by uzsing Disk Management.

LUM Type ¥ Create a valume an the LUM;

Specify drive letker or mount point;

 Aasign this drive letter to the wolume:

I F - l
& Mount the volume in the following empty NTFS folder:
Id:\MountPoints\VMGuestsDB

Do not azsign a drive letter or drive path

Figure 147. Create a Volume on a LUN

8) On the Volume Creation screen, assign a drive letter or define a mount point and

then click Next. In this example, a mount point is specified.
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i;f’ Format

Steps:

Before v'ou Begin
Storage Subsyztem
LUM Tupe

LUM Mame and Size
Server Azsignment
Server Aooess
Wolurne Creation
Farmat

Review Settings and Create
Storage

Confirmation

% Provision Storage Wizard

Y'ou can format the new volume now or pow can format it later by uging Disk
Management.

¥ Format valume:

Yolume label:
IG uestyhls0d

Allocation unit size:

I Drefault j

V' Quick format

Figure 148. Provide a Volume Label, Allocation Size, and Format Option

9) On the Format screen, provide a Volume label, change the allocation size if desired,
then click Next.

& Provision Storage Wizard

{V’l Review Settings and Create Storage

Steps:

Before 'ou Begin
Storage Subsystemn
LUM Type

LUMN Mame and Size
Server Azzignment
Server Access
Yolume Creation
Farmat

Review Settings and Create
Storage

Confirmation

To pravision starage with the following settings click Create. To change any aof these
zettings, click Previous or zelect the appropriate page in the orientation pane.

Starage settings:

Starage: ;I

LUM name: TS5RWZ208_Datal3
Subsystem: SC12

LUM type: Simple

LUM size: 50.0 GE

Server azzignment: TSSAWV208

HEA port; 21:00:00;24:FF; 3E:84:0C, 21:00:00;24:FF;3E: 840D
Create volume: Yes

Mount point; d:\MountPoints\WMGueste03
Forrnat wolurme: ves [Quick format)
Wolume label: Guestyhz03

File: systern: MTFS

Allocation size: Default

Figure 149. Review Settings and Create Storage

10) On the Review Settings and Create Storage screen, review the summary and then
click Create.
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&% Provision Storage Wizard

L‘,:;;i,? Confirmation

Steps:
Before You Begin IOI You have successfully completed the Provision Starage Wizard,
Storage Subsystem '_'
LUM Type
Tasks
LUM Mame and Size I EllEE I
Server Azzignment .T?Sk I Status I
@ Create a LUN Success
Server Access 'ig'.f-‘-.ssign the LUIN ta a server Success
Wolume Creation 8 Create a disk Success
Farmat I:.Q.,I Create a wolume Success
_ ) l.g' Format a valume Success
giewew Settings and Create (@) ssign a diive path Success
k =
o1ags 8 Refresh volume data Success
Confirmation

Figure 150. Confirmation Screen Shows Successful Creation of the New LUN

11) On the Confirmation screen, review the status column to verify that each task was
successful, then click on Close.

@SE 12 - Compellent System Manager

c Storage Management \_% Wiew -‘,‘ Help

ﬁ_j_ Yolume Properties | =% Map VYolumes to Server | Replay | &' Create Valume ﬂ Create Volumes gp‘ Create Replication Yolume (%5 Creal

| @d | Wolumes

@ MG-Virtual MNarne Type IStatus IStatus Information
@ Microsoft 5 ki Yolume Folder
E Other_Yolumes [ rc-virtualization Yolume Folder
{59 vDemal (% Microsaft Yolume Folder
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Figure 151. New Volume on Dell Compellent

12) When creating a new server volume with Storage Manager for SANs, the volume will
be created at the root of the Volumes folder on Dell Compellent by default. If desired
for management reasons, simply move the volume to a volume subfolder.

13) Ensure that a Storage Center Replay schedule is configured for the new volume, and
enable replication of the new volume to another Storage Center if desired.
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12 PowerShell Integration

Dell Compellent incorporates Windows PowerShell into its management feature set. This
allows the ability to create, delete, map, and manage Dell Compellent volumes from
PowerShell on a Hyper-V host server.

Administrators can create custom PowerShell scripts by using both the Dell Compellent
PowerShell Cmdlet set and Hyper-V Cmdlet set together to quickly create volumes, map
volumes to Hyper-V hosts, and create Hyper-V guest on those volumes.

For example, a PowerShell script can be used to automate the creation of new guest VMs
from a sysprepped gold image. The script can map a View Volume containing the gold
image to a Hyper-V host, re-scan the disks, add the View Volume as a new mount point,
rename the virtual hard disk file, and create a new Hyper-V guest VM. When providing an
input file, the script can be used to automate the deployment of many new guest VMs in a
matter of minutes while maintaining space efficiency.

12.1 PowerShell Integration Example

Below is an example of a PowerShell Script that:
e Inputs a VM guest name TXT file
e Uses a gold image Storage Center Replay as the source for View Volumes
e Indicates the Hyper-V host to place the new guest VM servers on
e Indicates where to place the mount points on the Hyper-V host server

[@ storage Center command Set shell [_ (O] x| I

PS C:“PowerShell> _“UMBuild.p=sl c:spowerzhell“wmname.txt Hyperuv—-lU2K8S5td-Gold tundra c:™Uirtua ll"lachines
Checking for snapins...

Connecting to StorageCenter...

Verifying UM’s do not exist on host...

Creating tundra—w2kB-1..._

Handles MNPM{K> PMCK> UWSCK> UMM CPUCs> Id ProcessName
1384 - 2588 powverzhell
Creating tundra—w2k8-2...
b6 b 3584 - 3996 pouverzhell
Creating tundra—w2k8-3...
7 1 316 4 - 2616 powverzhell

Creating tundra—w2k8-4...
7 1 328 4 - 3884 poverzhell

Waiting for replay creations to complete...

Replay Creationz Complete?

Rescanning Disks...

Checking that all of the UM’s have bheen created

Waiting for the UM Creations to complete...checking again
Waiting for the UM Creations to complete...checking again

PS C:~PowerShell> _

Figure 152. Storage Center Command Set Shell
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Figure 153. New guest VMs Created from a PowerShell Script

In Figures 152 and 153, three new View Volumes were created from a gold image Replay and

used to provision three new guest VMs on the Hyper-V host server.

In addition, Server 2012 offers over 150 new built-in Cmdlets to perform Hyper-V

management tasks.
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13 Dynamic Memory

Dynamic Memory was introduced with Server 2008 R2 SP1 Hyper-V and enhanced with
Server 2012. An overview and some best practices are offered below.

13.1 Dynamic Memory Configuration

With Windows Server 2008 R2 SP1 and Server 2012, the physical RAM on a Hyper-V host can
be dynamically allocated to (and reclaimed from) Hyper-V guest VMs. In earlier versions of
Hyper-V, a fixed amount of RAM had to be assigned to each guest VM. This usually resulted
in some inefficient use of RAM on the guests and the host due to having to set the RAM on
each guest according to the peak RAM that guest VM may need.

With Dynamic RAM, an administrator can specify a minimum and maximum amount of RAM
available to each guest VM. If a guest needs more RAM during peak usage times, it can
acquire it from the pool of free RAM on the host server (up to the guest VM’s max RAM
setting or until the host server’s pool runs out, whichever comes first).

When the guest VM server no longer needs the extra RAM, it can be reclaimed by the host
server so it can be allocated to other guest VMs.

i Memory: Bl Fernory

‘fou can configure options for assigning and managing memory For this virtual machine. ‘ou can configure options For assigning and managing memary For this virtual machine.

Specify the amount of memory that this virtual machine will be started with,

—Memary management

Specify a set amount of memory For Ehis virkual machine, o let Hyper-¥ manage the Startup RAM: | 2U4B| MB ]
amount dynamically within the specified range.

[rynamic Memory

" Static
“fou can manage the amount of memory assigned to this virtual machine
RAM: I 1024 MB dynamically within the specified range.
& Dynamic Enable Dynamic Memory

Skarbup RAM: [ 1024 e Minimum RAM: ME
Mazxirnurn RAM: I 4096 MB Macirnurn RAM: 4096] ME

Specify the percentage of memory that Hyper-Y should try ko reserve as a Specify the percentage of memary that Hyper-¥ should try ta reserve as a buffer.
buffer. Hyper-¥ uses the percentage and the current demand For memary ko Hwper-¥ uses the percentage and the current demand For memory ko determine an
determing an amount of memary for the buffer, amount of memory for the buffer,
Memaory buffer: I 20 % Memoary buffer: 2005 %
—Memary weight Memory weight
Specify how to prioritize the availability of memary for this virtual machine Specify how to prioritize the availability of memory for this virtual machine
compared to other virtual machines on this computer, campared to ather virtual machines on this computer,
i ;
lEm 1) High Lowy U High
o o o o ¥ o o o g
0 Specifying a lower setting For this virtual machine might prevent it from llj Specifying a lower sekting For this virtual machine might prevent it from
starting when ather virtual machines are running and available memory is low, starting when other virtual machines are running and available memory is low,

Figure 154. Comparing Server 2008 R2 SP1 and Server 2012 Hyper-V Dynamic Memory

When comparing the dynamic memory settings for Server 2008 R2 SP1 Hyper-V (left) and
Server 2012 Hyper-V (right) in Figure 154, there are two main differences:
o Server 2012 (right) adds the ability to specify more startup RAM than the minimum
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RAM. Being able to set a startup RAM value that is higher than the minimum RAM
ensures that the guest VM is not starved for RAM when initially booting with the
minimum RAM setting. After the server boots, RAM that is not needed by the guest
VM for the boot process can be returned to the host server’'s RAM pool to be used by
other guest VMs.

o With Server 2012, a guest VM no longer needs to be powered off to change the
minimum and maximum RAM settings. However, the amount of startup RAM can be
changed only when the guest VM is powered off.

13.2 Memory Settings for Hyper-V Guests Running Citrix

A Hyper-V guest VM running Citrix loads a user profile for each authenticated user. If the
memory footprint for each profile is 256 MB of RAM, then 35 concurrent Citrix users would
require about 9 GB of RAM (256MB x 35 users).

When the users end their sessions, the 9 GB of RAM is freed up and returned to the pool on
the host server to be used by other guest VMs.

In deciding how to configure dynamic RAM settings for a guest VM running Citrix in the
above example, given a Server 2012 host, an administrator might specific a startup RAM
setting of 2048 MB for optimal boot performance, a minimum RAM setting of 1024 MB, and
a maximum RAM setting of 10240 MB, and tune as necessary.

13.3 Memory Settings for Hyper-V Guests running SQL

Some applications such as SQL may by design consume the free RAM available to a guest VM
simply because it is there for the taking (regardless of whether the application actually needs
the RAM) and not return the RAM to the host to be used elsewhere.

For example, if it is known that a particular guest VM running SQL server will never need
more than 2 GB of RAM to run optimally, the guest should not be assigned more than 2 GB
RAM. If an administrator sets a maximum RAM setting of 4 GB on that guest VM, SQL may
consume RAM beyond the 2GB it needs, simply because the RAM is there for the taking, with
without realizing any measurable increase in performance for consuming the extra RAM.

If the guest is running on Server 2012 Hyper-V, if a change (such as increased user count)
requires the guest VM’'s maximum available RAM be increased from 2 GB to 4 GB, an
administrator can quickly allocate this RAM without having to power down the guest.

Where possible, administrators should adjust application settings to ensure optimal use of
RAM, with the goal that they only use the RAM they need, and release RAM that is no longer

needed back to the guest so that the host server can assign it elsewhere.
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In addition, memory weight and buffer settings allow for some additional tuning of guests to
give priority to some guests over others if the amount of free RAM on the host ever does run
low.

Table 5. Comparing Fixed and Dynamic Memory with Hyper-V

Without Dynamic Memory With Dynamic Memory
Total Host Server RAM |16 GB Total Host Server RAM 16 GB
RAM Reserved for Host |2 GB RAM Reserved for Host 2 GB
RAM available for 14 GB RAM available for Guests |14 GB
Guests
VM1 1GB VM1 .5 GB (min) |1 GB (max)
VM2 1GB VM2 .5 GB (min) |1 GB (max)
VM3 2 GB VM3 .5 GB (min) |2 GB (max)
VM4 2 GB VM4 .5 GB (min) |2 GB (max)
VM5 8 GB VM5 .5 GB (min) |8 GB (max)
---- ---- VM6 .5 GB (min) |2 GB (max)
---- ---- VM7 .5 GB (min) |1 GB (max)
---- ---- VM8 .5 GB (min) |1 GB (max)
---- ---- VM9 .5 GB (min) |1 GB (max)
---- ---- VM10 .5 GB (min) |1 GB (max)
Total 14 GB Total 5GB (min) |20 GB (max)

In the example shown in Table 5, a Hyper-V host server has 16 GB of RAM. 2 GB is reserved
for the host, and 14 GB is available for guests. Without dynamic memory, the host is able to
accommodate fewer guests (only 5 guests as shown in this example).

With dynamic memory, more guest VMs can be provisioned (5 more in this example, for a
total of 10 guests). Note that the host server itself is over-provisioned by 6 GB.

Note: While dynamic memory with Hyper-V allows for better RAM utilization, it also involves
some risk due to being able to over-provision the RAM on the host. Before implementing
dynamic memory, administrators should have a good understanding of the behavior of their
guest VMs to avoid exhausting the available RAM pool and causing an interruption to service.
The information in Table 5 is provided as an example only. Individual results will vary
depending on factors that are unique to each environment.
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14 Virtual Fiber Channel

One of the new features introduced with Server 2012 Hyper-V is the ability for guest VMs to
use virtual fiber channel adapters to connect to SAN volumes directly.

Dell Compellent
Storage Center

= (Guest 1 Secondary VFC Paths
= Guest 2 Primary VFC Paths

= Guest 2 Secondary VFC Paths

i

= Primary Physical Paths (Nodes) : Storage Storage
Hyper-V = Secondary Physical Paths (Nodes) |- Center Center
Guest 1 o Server SAN
Objects Volumes
RS Virtual FC |
SAt/t ]
VHBA2? HBAL i ysica
b Fabric 1 Node 1
- | ",
VHBAL el BT HBAZ |\ - - R /
SAN 2 - _:' H i)
VHBA2 A\ i .
Physical Dual-port ‘\ i
Hyper-V ) 5 ) "]
Pt Fiber Channel HBA :_. ; ") \‘
if s, Hyper-V
if Guest 1

Server 2012 Hyper-V Cluster (Node 2) )

E Hyper-V
Guest 2

Hyper-V /
Guest 1 ;: y
=sat Virtual FC 0 ‘ /
5A|i|/1/-.-. ....... ¥ Dty o —— 5 :
---------- HeAl § /
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:. - Physical
! R ELTICIECE Node 2
Physical Dual-port
Fiber Channel HBA

Figure 155. Virtual Fiber Channel for Server 2012 Hyper-V Guests

As shown in Figure 155, virtual fiber channel adapters allow administrators to present Dell
Compellent storage volumes directly to Hyper-V guest VMs running Server 2008 R2 or
Server 2012.

Note: virtual fiber channel requires that the physical fiber channel HBAs in the Hyper-V hosts
support N-Port ID Virtualization (NPIV).
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Server 2012 Hyper-V virtual fiber channel allows a physical fiber channel HBA that is NPIV-
capable to pass world-wide-names (WWNs) from the guest VMs to the fabric so that guest
VM server objects can be created on a Dell Compellent Storage Center and mapped directly
to SAN volumes.

Figure 155 also illustrates that MPIO is fully supported with virtual fiber channel on guest VMs,
and that virtual fiber channel is supported on physical Hyper-V clusters to allow guest VMs
with virtual fiber channel adapters to live migrate to other nodes in the cluster. In Figure 155,
Node 2 shows that placeholder paths (dashed lines) are in place, and these paths become
active when the guest VM is live-migrated to that node.

Table 6. Guest VM Clustering Options

“Rvee 6 [hTerEre) Nede Supported Topologies for Guest VM Clustering
i P iISCSI Virtual Fiber Channel
Server 2008 R2 v
Server 2012 v Vs

As shown in Table 6, with server 2008 R2 Hyper-V, guest VMs can be clustered by using
direct-attached iSCSI SAN volumes. With Server 2012, guest VM clustering support has been
extended to include virtual fiber channel. This opens up new possibilities and scenarios for
configuring high-availability with guest VMs when fiber channel is the preferred topology.

14.1 Configure a Hyper-V Guest to use Virtual Fiber Channel

In the following example, a Server 2008 R2 guest VM (Server 2012 is very similar) on a two-
node cluster will be configured to use virtual fiber channel, and storage will be provisioned
on a Dell Compellent Storage Center and presented to the guest VM, incorporating MPIO.

The below example assumes the following environment is already in place:

e Two physical Server 2012 Hyper-V hosts in a clustered configuration.

e The physical host servers have physical fiber channel HBAs that support NPIV. In this
example, the host servers each have a dual-port QLogic QLE2562 HBA card.

e The host servers have the MPIO feature installed and configured (round robin).

o A dual fiber fabric that supports NPIV is available to provide full data path redundancy.

o A Server 2008 R2 or Server 2012 guest VM is installed on a node in the cluster.

e The guest VM is booting from a virtual hard disk (VHDX) file that is presented to the
guest VM as a virtual IDE drive (the boot drive must be a virtual IDE device).

o A Dell Compellent Storage Center with available storage capacity is available to the
cluster and the guest VM.
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CAUTION: There is a fabric configuration dependency to be aware of when planning to
deploy virtual fiber channel for guest VMs.

e |tis important to ensure that your physical fiber channel fabrics use only “World Wide
Name” (WWN) zoning for all your physical Hyper-V nodes and Storage Centers (not
“Switch Port Name” zoning) before implementing virtual fiber channel.

e Attempting to boot a guest VM with a virtual fiber channel HBA may result in one or
more physical nodes in that cluster crashing (causing a service outage) if the fabric
zoning method is Switch Port Name instead of WWN.

e To ensure compatibility, please verify with your fabric administrator that WWN zoning
is configured for your Hyper-V nodes and Storage Centers before completing the
steps below.

14.1.1 Create Virtual SANs on the Hyper-V Nodes

The first step is to create virtual fiber-channel (FC) SANs using Hyper-V Manager. Two virtual
FC SANs will be created since both nodes have dual fiber channel HBAs associated with a
dual fabric, as shown in the example in Figure 155. Once the virtual FC SANs are in place on
the host servers, any guest (that supports virtual fiber channel) can be configured to use
these virtual FC SANs to connect to Dell Compellent volumes directly.

1) On the first Server 2012 Hyper-V node in the cluster, launch Hyper-V Manager and
under the Actions screen, select Virtual SAN Manager.

=l Virtual SAN Manager for TS5RV204 \;‘i-

# _Virtual Fibre Channel SANs ", Create Virtual Fibre Channel Storage Area Metwork,

!_ Mew Fibre Channel SAN

# _Global Fibre Channel Settings Click Create to add a virtual Fibre Channel storage area network (SAM).
T World Wide Names

CO03FF3FAS5C0000 bo COO3FFSF..,

‘irtual Fibre Channel SaN

==

A virtual Fibre Channel SAM groups physical HEA ports together, You can add a virtual
Fibre Channel adapter ta a virtual machine and connect it to a virtual SAN,

Figure 156. Virtual SAN Manager

2) Because both the server nodes in this example are configured with dual fiber channel
HBAs connected to dual fabrics with MPIO configured, the guest servers will also be
configured to use dual (virtual) fiber channel HBAs and MPIO.

3) With New Fibre Channel SAN highlighted, click on the Create button.
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=l Virtual SAN Manager for TS5RV204 I;Ii-

# ¥irtual Fibre Channel SANs Mew Fibre Channel Sa
" Mew Fibre Channel SAM =
) vFc-san_1 Marme:

# Global Fibre Channel Settings [|VFC-SAN_1 ]

T World Wide Mames

CO03FFIFISSCO000 ta CODIFFSF... Motes:

hadu ] PR Status
Z0000024FF3AESE0 21000024FF3AESS0 WFC-SAN_1' ]
[ zooo00z4FF3aEsat 21000024FF3AESEL Avvailable

Figure 157. Create a Virtual SAN

4) Provide a descriptive name for the virtual SAN. In this example, VFC-SAN_1 is used
(Virtual Fiber Channel SAN 1).

5) Check the box in front of the WWNN/WWPN that is associated with the physical
host's HBA1 as shown in Figure 155. Then click on Apply.

£ Virtual SAN Manager for TSSRV204 [= o ]

# ¥irtual Fibre Ch | SANs VEC-SAN 2
"2 Mew Fibre Channel SAN

o

Mame:

) vRC-san_L [|VFc-an_2 ]
# Global Fibre Channel Settings

Mokes:

s World Wide Names
CO0EFF3FISSC0000 bo COOSFFSF. .. -~
b
N PR Status
20000024FF3AE9E0 21000024FF3AESE0 "WFC-SAN_1'
20000024FF3AE9E1 21000024FF3AESE1 "WFC-SAN_2' ]

Figure 158. Two Virtual SANs Created for the Guest VM

6) Highlight New Fibre Channel SAN a second time, and repeat steps 3 - 5. The second
virtual SAN in this example was named VFC-SAN_2 and associated with the
WWNN/WWPN for the physical host's HBA2.

7) Click on OK to close out of the Virtual SAN Manager window.

8) Repeat steps 1 — 7 above on each additional node in the cluster (there are two nodes
in this example).

Note: make sure that the Virtual Fiber Channel SAN names (VFC-SAN_1 and VFC-SAN_2 in
this example) are exactly the same on all nodes of the cluster.

14.1.2 Prepare a Guest VM to Use Virtual Fiber Channel Adapters

Now that the virtual FC SANs are in place on the nodes of the cluster, the guest VM has to be
configured to use virtual fiber channel adapters and MPIO.
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1) On the desired guest VM (Server 2008 R2 in this example), go to
Start->Administrative Tools>Server Manager and install Multipath I/O under
Features. If the guest will also be clustered, install the Failover Clustering feature.

2) Verify that the latest integration services have been installed on the guest VM. For
more information on installing integration services, please refer to Section 9.2.2.

3) Power the guest VM off.

= Failover Cluster Manager
File Action ‘iew Help
=/ 2]
ESEl H .
‘-'ZE ;%;Il-ol—;e;'(\:‘::lﬂer N;asnag;r | Roles (4) Actid
4 5 - usterlB.techsolloc =
2 ol Seacs - ) | Rol
B
4 ﬁ I:Ddes Name Status Type Owner Node .
E E; Ntot:::gek =, MG-Guest8001 () Running Virtual Machine TSSRV203
etararks = -
Cluster Events =, MG-Guest8002 (#) Running Virtual Machine TSSRV203 |
25 MG-Guest3003 (#) Rurning Virtual Machine TSSRV211
3 MG-Guest3004 @ off Vit === a
=3 | Connect. —
O |start 7
© MG
© =
| Settings...l @
3 | Manage.. @
4E | Replication O]

Figure 159. Edit Guest VM Settings

4) From a node in the cluster, launch Failover Cluster Manager and right-click on the
desired guest VM and choose Settings. In this example, the guest server MG-
Guest8004 will be configured to use virtual fiber channel.

= Settings for MG-Guest8004 on TSSRV204 [= To ]
# Hardware “ | ¥ AddHardware
’3; &dd Hardware
il BIOS ‘iou can use this setting to add devices to yvour virtual machine.
Biaat From 0 Select the devices wou want to add and click the Add button,
] Memory SCSI Controller
1024 ME Metwork Adapter

I} Frocessor
Z Virtual processors
(= EiF IDE Controller 0
a Hard Drive
Mi3-Guesta004_Boat vhid::
= EE IDE Contraller 1
4% DVD Drive ‘ou can use a Fibre Channel adapter to access Fibre Channel based storage direckly
from the guest operating system, Integration services are required in the guast

e operating system to this access, Do not attach a system disk to a Fibre Channel
% SCSI Controller adapter. System disks must be attached to an IDE contraller,
0 Metwork Adapter

Wirtual Switch 1 {Excternal LAN)
T com1

Lo,

Mone

Figure 160. Add a Fiber Channel Adapter

5) Select Add Hardware at the top of the Hardware column, and on the right, select
Fibre Channel Adapter and then click on Add.
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Figure 161. Add the First Virtual Fiber Channel Adapter to the Guest VM

6) From the drop-down list under Virtual SAN, select the first virtual SAN (VFC-SAN_1 in
this example) and then click on Apply.

7) Make note of the two WWPNSs listed for this virtual HBA. These are the WWPNs that
will be visible from this virtual HBA to the fabric and to the Dell Compellent Storage
Center for mapping purposes in the steps that follow below.

8) The WWNN and WWPN addresses that are suggested by Failover Cluster Manager for
the guest VM can be changed to addresses of your choice if desired.

9) By default, Failover Cluster Manager will not vary the World Wide Node Name
(WWNN) — it stays the same for all virtual HBAs for all guest VMs on the physical
cluster.

a. If the guest VMs using virtual fiber channel adapters will be clustered, then it is
important to change the WWNN for each guest to make it unique. To do this,
click on the Edit Addresses button.

Note: If the WWNN is not changed manually so it is unique for each guest VM, the SCSI-3
Persistent Reservations cluster validation test will fail, preventing the guest VMs from being
clustered.

b. If the guest VM using virtual fiber channel adapters will not be clustered with
another guest VM, then the same WWNN can be used for all guests, but the
best practices recommendation is to change the WWNNSs to ensure that they
are unique for each guest VM so they don't have to be changed later if
clustering them becomes necessary.
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10) Once satisfied with the WWNNs and WWPNSs, for convenience, click on the Copy
button to copy these addresses to the clipboard, and paste them into a document for
later reference. This will make zoning steps easier in the steps that follow below.

A
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Figure 162. Add a Second Virtual Fiber Channel Adapter to the Guest VM

11) Add a second fiber channel adapter to the guest VM by repeating steps 5 — 10 above.
Choose the second Virtual SAN from the drop down list (VFC-SAN_2 in this example).

Note: Ensure that a unique WWNN is defined if this guest will be clustered with another
guest VM.
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Figure 163. Guest VM with Microsoft Hyper-V Fiber Channel HBAs in Device Manager

12) Power on the guest VM and log in. Go to Device Manager and verify that the guest
VM can see two Microsoft Hyper-V Fiber Channel HBAs as shown above.

Note: For Server 2008 R2 guests running on Server 2012 Hyper-V, the latest integration
services must be installed on the guest VM before the virtual HBAs will display correctly in
Device Manager. See Section 9.2.2 for more information on integration services.

14.1.3 Configure Zones for Fiber Fabrics

At this point, the guest VM's active WWPNs should be visible to the physical fiber fabrics. If
required for your fabric topology, complete any required zoning steps for your fabrics,
referring to Tables 7 and 8 below. If no zoning steps are required, please skip to section
14.1.14.

Table 7. Active WWPNs when MG-Guest8004 is on Node 1

Virtual HBA Ad:;fss WWPN Fabric Zones
Virtual FC Fabric 1: Zone Members for "MG-Guest8004_Fabric-1"
Adapter 1 = COO3FF3F955C0000 \ M Alias for Compellent Front-end SAN ports (for Fabric 1)
on M CO003FF3F955C0000
VFC-SAN_1
Virtual FC A COO03FE3F955C0002 Fabric 2: Zone Members for "MG-Guest8004_Fabric-2"
Adapter 2 \ M Alias for Compellent Front-end SAN ports (for Fabric 2)
on M CO003FF3F955C0002
VFC-SAN_2
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Table 7 shows that two WWPNSs (the “A” set) for MG-Guest8004 are active (highlighted in
yellow) when the guest VM is on Node 1 of the Hyper-V cluster. Note that the other two
WWPNSs (the "B" set) are off line and not visible to the fabric when the guest VM is on Node 1.

Table 8. Active WWPNs After MG-Guest8004 is Live Migrated to Node 2

Address

Virtual HBA . WWPN Fabric Zones
Virtual FC Fabric 1: Zone Members for "MG-Guest8004_Fabric-1"
Adapter 1 M Alias for Compellent Front-end SAN ports (for Fabric 1)
on
VFC-SAN_1| B | COO3FF3F955C0001 | —— 57 c003FF3F955C0001
Virtual FC Fabric 2: Zone Members for “"MG-Guest8004_Fabric-2"
Adapter 2 M Alias for Compellent Front-end SAN ports (for Fabric 2)
on
VFC-SAN_2| ©° COO3FF3F955C0003 | —— 0 003FF3F955C0003

When the guest VM is live-migrated to another Node in the Hyper-V cluster, the guest VM
will flip from the "A" WWPN pair to the “B" WWPN pair as part of the live migration process,
and the "B" pair (as highlighted in yellow) becomes active on the fabric, as shown in Table 8
above.

Each time the guest VM is live migrated to another node in the cluster, it will alternate back
and forth between the "A" and "B" WWPN pairs so that only one pair is active at a time. This is
very important to understand because when creating zones for the physical fabrics 1 and 2
(as shown in the example in Figure 155) , all four WWPNs must be included. Having all 4
WWPNSs included is necessary in order for order for live migration to work.

Because only two of the guest’s four WWPNSs are active at any given time, only those two
WWPNs will be visible on the fabric. Adding the inactive pair (the “"down” WWPNs) to your
fabric zones has to be done manually.
e Type the WWPNSs for the “down” HBAs in manually when completing zoning steps.
e To avoid having to manually type in the WWPNs, copy and paste them from the
document created in step 10 in the previous section.

14.1.4 Create a Guest VM Server Object on Dell Compellent

Once all required fabric zoning changes have been made and saved to your fabrics, a guest
VM server object can be created on the Dell Compellent Storage Center.

1) Launch Dell Compellent Storage Center Manager.

2) Create a new server folder (or navigate to an existing server folder) for your guest VM
server object.

3) Right click on the server folder and select Create Server.
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P _____________________
@5[ 5 - Create Server =]

¢ Back [ ouit [ Advisor

| v

If wvou knowr the Host Bus Adapter(s) far this Server, select thermn from the list below.
Far assistance in finding a specific HEA, select Find HBA.
To manually define an HEA not found in the list below, select Manually Define HBA.

Include | Type | Server Port | Port: Information
L = T
Il F FiC 2101001 6322902048 Port Id: E30B00, Mode Mame: 2001001632290204, Symbolic Mode Mame: Cd
I F Fi 2101001 B3229F7 08 Port Id: E30400, Mods Mame: 2001001B3229F704, Symbolic Mode Mame:
u FC 101001B32A25049 Port Id: DDOFOO, Mode Mame: 2001 001832425049, Symbolic Mode MName: ©
I~ p FC CO03FF3FIS5C0000 Port Id: ES3001, Symbolic Port Mame: Hyper- W1 Port, Mode MName: CO03F
I~ p FC CO03FF3FIS5C0002 ] Part Id: E22601, Symbalic Part Mame: Hyper-Y ¥M Part, Node Mame: CO03F
ﬁ FiC CO0S07603C3850050 Port Id: E91C23 i
I 'F FiC CO0S07603C3850040 Port Id: E91C25
I__ = iSCSI ign. 1991 -05, com. microsoft:cuda 10.10.37.52

p Define HBA by IP | “p Manually Define HEA | J Find HEA | |

Figure 164. Select the Active WWPNs (Server Ports) for the Guest VM

4) Referring Figure 164 and Tables 7 and 8 above, the two currently active WWPNs (or
Server Ports from the perspective of Storage Center) should be listed for this guest
VM. The two inactive WWPNSs (Server Ports) will not be listed (they will be mapped
later).
5) Check the box for the two active WWPNs (Server Ports) as shown in Figure 164, and
then click on Continue.
[@scsCreateserver  MEEE|

@ Back [ ouit [F7] Advisor

S TE-HV-Clusterd3 ]
{5 T5-Hy-Cluster04

59 TS-HY-Cluster0s
58 T5-Hy-Clusteris
{59 T5-HY-Clusterd7?
= 03

I Cluster0ah
----- 5 T5-Hy-Standalone

{58 Microsoft

{5 Movell_Mw

{59 Cracle

{5 RedHat Veritas Test Master KOG LI

= Create a Mew Folder.
Marne: MG-Guesta04
Operating System: [yindows 2008 MPIO LI @
Mates: fo
=

Zp Continue |

Figure 165. Provide a Name and OS for the New Guest VM

6) Provide a name for the server (MG-Guest8004 in this example), select the desired
operating system from the drop-down list (Windows 2008 MPIO in this example),
then click on Continue.
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GSE 5 - Create Server

@ Back [ ouit [ advisor

=] E3

Host Bus Adapters

Marme MG-Guestd004

Operating

Systern:

Folder: WMG-virtualization/Hyper-v/T3-Hv-Clusterds

Server MG-Guest3004 will be created with the following attributes:

Server Port

Conneckivity

Connected

Connected

|»

Figure 166. Verify Guest VM Settings Summary Screen

7) On the summary screen, verify that both ports are listed and then click on Create

Now.

8) On the server creation confirmation screen, click on Close (storage will be mapped

later).

9) Now that a guest VM server object has been created on Dell Compellent and the two
active WWPNs (Server Ports) are mapped, the other two WWPNs (Server Ports) now
need to be mapped. The best way to do this (to ensure reliable mappings, and to
verify that the Cluster is configured correctly) is to fail the guest VM over to another
node in the cluster, at which point the other set of WWPNs (Server Ports) will become

active so they can be mapped.

. MGGuest _ (8 Do Mtz Maching TSSRV203 Medium
=1 | Connect...
o
@ |save
@ Shut Down
/i) Turn Off
2% | Settings...
3 | Manage..
48 | Replication »
‘[:3 Mave v|[2F | Live Migration ] B | Best Possible Node
Es) 33 | Quick Migration W | Select Node..
(&) | Change Startup Priority »| Sl | Virtual Machine Storage |
I ]

Figure 167. Live Migrate the Guest VM to Another Cluster Node

1) Using Failover Cluster Manager on a node in the cluster, live migrate the guest VM to
another cluster node.
a. Right click on the guest VM.
b. Chose Move->Live Migration->Best Possible Node or Select Node...
c. Allow the guest VM to finish live migrating, and verify that it is now on another
node in the cluster.
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Ty T T —ra T
(58 T5-Hy-Cluskerds | |
i T5-HClusterdiab

[ G 04

@ TS-Hy-Cluster( '\ Properties

% TS-HY-Standalone

-5 Microsoft = Map Yolume to Server

(559 Nowell_uw -

%9 Oracle | Rrél Add HE&s to Server l

[ RedHat Yeritas Tesk Maste 'EQ Remove HEAs from Server
g RemateSystems

[-[%9 5A Reporting t(-;l‘ Create Yirtual Server

Figure 168. Add HBAs to the Guest VM

2) Using Storage Center Manager, right click on the guest VM server object and select
Add HBAs to Server.

(®5c 5 - Add HBAS to Server M= E3
¢ oBack [ quit  [B] Advisor
If wau know the Host Bus Adapter(s) vou would like to add to this Server, select therm from the list below. |

Far assistance in finding a specific HEA, select Find HBA.
To manually define an HEA nat found in the list below, select Manually Define HBA.

Include IType IServer Fart IPort Information
I F FC 2101001B32290204 Port Id: E30B00, Mode Mame: 2001001632230204, Symbolic Mode Mame: (;I
F FC 2101001 B3229F 708 Port Id: E30A00, Mode Mame: 2001001B3229F704, Symbolic Mode Mame: ¢
[ml] FiC 2101001632425049 Port Id: DDOFOO, Mode Mame: 2001001B32425049, Symbolic Node Mame: «©
W F FC CO03FF3F955C0001 ] Port Id: E22508, Symbolic Port Mame: Hyper-¥ Y1 Port, Node Mame: CO03F
I F FC CO03FF3F9S5C0003 Port Id: ES3C08, Symbolic Port Mame: Hyper-¥ WM Port, Mode Rame: C003)
I F FC C0S07603C3850030 Port Id: E91C23
I F FC C0507603C3850040 Port Id: E91C25
I F FC C0S07603C3550045 Port Id: E91C26 -
¥ show FCHBAs W Show iSCSIHBAs W Only Show Up Connections Refresh =

-
p Manually Define HBA | p Find HBA | || ) Continue I

Figure 169. Map the Other Pair of WWPNs (Server Ports) to the Guest VM

3) As shown in Figure 169 (and referring to Tables 7 and 8), the other pair of WWPNs
(Server Ports) should now be listed since they are now active. Check the box in front
of the two WWPNs (Server Ports) and then click on Continue, then on Modify Now.

@5[ 5 - Compellent System Manager

c Storage Management Q%\u‘iew Refresh -‘,‘ Help & 1:

I, Properties | & Map Yolume ko Server w Add HBAs to Server E,Q Remove HEAs from Server

oo ;I

¥ Create virtual Server | B Conwvert to Server C|

(B MG-GuestBo04

=53 Hyper-v

(58 T5-Hy-Cluster0l f_

T Qe (e ([ BB ] comecivty | g | vobnes | chas
T3-Hy-Cluster03
T3-Hy-Cluster0d
T3-Hy-Cluster0s

T3-HY-Clusterds

Refresh J\j Sef Update Frequency < Find .0 Scroll Setting ‘ E’é Add HBAs ko Serw

T5-HY-Cluster07 Type Server Pork Status Conneckivity
T3-HY-Clusterdd
E FC (CO03FF3FISSC0002 Down Disconnected
P FC CO03FF3FIS5C0001 Up Connected
F FC CO03FF3FISSC0003 Up Connected

Figure 170. Guest VM Now Has All Four WWPNs (Server Ports) Mapped

4) With the guest VM server object highlighted, under the Server HBAs tab, all four of the
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guest VM's WWPNSss (Server Ports) should now be listed: two that are up, and two that
are down.

14.1.5 Create and Assign a SAN Volume to the Guest VM

The next step is to create and assign a SAN volume to the guest VM.

1) Create a new SAN volume (in the volume folder of your choice) on the Storage
Center.

2) Select a storage profile, assign a Replay schedule, and configure Remote Replication
for the volume as desired.

5) Right click on the new volume and select Map Volume to a Server.

6) Expand the Servers folder tree and click on the guest VM server object (MG-
Guest8004 in this example) and click on Continue.

GSE 5 - Map Yolume to Server !E E I

@ Back [ ouit [F] Advisar

41k Select LUN
[ Map volume using LUM O (this is usually reserved for boat volumes).

M Use LUN |255 when mapping the selected volume to the selected server.
I Use the next available LUN if the preferred LUN is unavailable.

.:j:% Restrict Mapping Paths

[T Only map using specified server ports:

I Type I Serwver Pork Status Connected Cont
| FC CO03FF3F9SSCO000 Doy S000031000036)
| FC CO03FF3F9SSC0002 Doy 5000031000036
| FC CO03FF3FIS5C0001 Up 5000031000036
L Yy T A Y Yo' = P oo = T
4 | »

™ Map to controller ISN 864 'l if possible

.;f[; Configure Multipathing

Maximum number of paths allowed: I 03 Defaultai 08 Default: 32

@i Configure Volume Use

[ The selected volume should be presented as read-only to the selected server.

E Down Server Ports

[T Create maps to down server ports

Figure 171. Map Storage to the Guest VM

7) Click on the Advanced button. In this example, no changes are made to the settings
on this screen as the defaults are acceptable.

e By default the Storage Center will map volumes to WWNs (Server Ports) that are
“up” only. This is because in most circumstance, a server would never have “"down”
WWNs (Server Ports). However, with guest VMs that are using virtual fiber channel
on a Server 2012 Hyper-V cluster, having “up” and "down” WWPNSs (Server ports) is
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unavoidable because it is by Microsoft design.

e While itis possible to force the wizard in Figure 171 to create mappings to the
guest VM's "down” WWPNs (Server Ports) by checking the box Create maps to
down server ports, leave this box unchecked. "Down” server HBA ports do not
always map reliably or correctly, therefore, the "down” ports will be mapped later
using a more reliable method.

8) Click on Continue, and then on Create Now.

9) Now that the guest VM's two "up” WWPNs (Server ports) are mapped to the new SAN
volume, use Disk Manager on the guest VM to perform a Rescan Disks from the
Action menu and verify that the guest can now see the new SAN volume. If the new
volume does not show up right away, wait a little while and run Rescan Disk again.

10) The SAN volume may listed multiple times in Disk Manager. This will be corrected
later when MPIQO is configured.

Note: the new SAN volume must be visible to the guest VM (in Disk Manager) before
continuing with the next steps.

11) The next step is to map the other two WWPNs (Server Ports) that are “"down” to the
SAN volume, so that it will have all four WWPNs (Server Ports) mapped.

12) Using Failover Cluster Manager on a node in the cluster, start a live migration
operation on the guest VM to another cluster node. Because only two of the four
WWPNSs (Server Ports) are mapped to the SAN volume, the live migration operation
will fail. However, during the time the live migration operation is attempting to
complete, the other two WWPN's (Server Ports) will show as “up” allowing them to be
mapped to the SAN volume.

a. Right click on the guest VM.

b. Chose Move->Live Migration->Best Possible Node or Select Node...

c. Assoon as the live migration process starts, Failover Cluster Manager will
bring the guest VM's other two WWPNs (Server Ports) online so they can be
mapped to the SAN volume.
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@SE 5 - Compellent System Manager [_ 1O x]

( storage Management (2, View Refresh o2 Help %) 246 PM [ 0) Log OFF (@ System Status

ﬂ Properties | % Map Volume to Server €59 Map volume to Remate System 4/ Remove Mappings from Volume | [2] Expand Volume Replay 4 Create Boot From SAN Copy ) Copy ¥
B M B =N
& {59 T5H-Clusterot 1 @ | MG-Guest3004_Data-01

[ {59 T5-HY-Cluster02
[ (59 T5-HY-Cluster03
{55 T5-HY-Cluster04

5= T5-HY-Cluster05
=[5 T5-Hy-Cluster0e
[ {58 T5-HY-Cluster07
(= {58 T5-HY-Cluster0s

[\._2_ WMadify Mapping | Y
{3 MG-Guestann3

£ MG-Guesta004 Server Folder Path Mapped Via LUM  |LUN Preferred | Allow Mext LUN | Transport Preferred |Sery

Refresh 27 Set Update Frequency < Find

2 Map Yolume ko Server Sj Map Yalume to Remate System

B

ﬁ T5-HYClusterdG_CSY_MG-Guests
i TSHWCluster0B_CSY_MG-Guestd 4 | |
b TS-HWClusteriB_CSY_MG-Guests
b TSHMCluster0B_CSY_MG-Guestd

Mapping Details

i@ TS HvCluster0s_QuorumDisk, = Status [rvpe [serverport | controlier Port | [readonky |
gl 3 2 Up FC |8 COD3FF3F9SSCO001 M S000D31000036001 1 Ho
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Figure 172. Modify the Guest VM's Data Volume Mappings

d. Using Storage Center Manager, highlight the guest VM'’s data volume, and
under the Mapping tab, click on Modify Mapping.
e. Ignore the warning message and click on Continue.

JJ_% Restrict Mapping Paths

[T Only map using specified server ports:

|Type |Server Part Skatus Connected Cont
| | FC CO03FF3FSSC0000 Up SO00D31000036 -
| | FC CO03FF3F9SSC0002 Up SO00C31000036
[ = CO03FF3FIS5C0001 Up 5000031000036
7 - e = ¥ Vo el et el o ot e U e e Y [ICTSR NN o Yo Y Lo kRt on e ot il
4 | oy »

Figure 173. All 4 Guest VM WWPNs (Server Ports) Are Now Up Temporarily

f.  On the next screen, all four WWPNs (Server Ports) should now show as Up
(temporarily while the live migration operation is running). Click on Continue,
then on Modify Now. The additional two WWPNs (Server Ports) will be added
to the SAN volume mapping because they are now up.

g. Return to Failover Cluster Manager and right click on the guest VM, and select
Cancel Live Migration. The live migration operation will eventually fail if it isn't
canceled because the guest VM did not have all four WWPNs (Server Ports)
mapped to the disk when the live migration operation was initiated.
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h. Storage Center Manager should now show four WWPNSs (Server Ports) mapped
to the guest VM’s SAN volume: two that are up, and two that are down.

i. Onthe guest VM, using Disk Manager, perform a Rescan Disks from the
Action menu to refresh the disks and verify that it is still visible.

j.  Attempt to live-migrate the guest VM to another node in the cluster and it
should complete successfully. If the guest does not live migrate, it may be
necessary reboot the guest VM to refresh it.

Mapping Details:

Status IType IServer Fart IController Port |LUN IRead Only I
4 Down  FC P COO3FF3F9S5CO00Z |8 S000D31000036000 1 Mo

4 Down  FC P COOSFF3FOSSCO00L M S000D31000036009 1 Mo

< Up FC p CO03FF3F9S5C0002 F S000031000036009 1 Mo

< Up FC p CO03FF3F955C0000 F S000031000036000 1 Mo

Figure 174. Guest VM Now Using the Other Two Server Ports

k. After live migrating the guest VM, note that the other two WWPNs (Server
Ports) will now show as active on the Storage Center.

13) The new volume may be listed multiple times on the guest VM if the Compellent DSM
has not yet been installed. To install the DSM, open MPIO Properties on the guest
VM and add the Compellent DSM, and then reboot the guest server if prompted. For
more information on configuring MPIO, please see Section 4 of this document.

14) After rebooting the guest VM, verify that the Compellent DSM is listed under the MPIO
Devices tab of the MPIO Properties window, and that Disk Manager shows only one
instance of the new volume on the guest VM. Configure MPIO settings as desired (set
to round robin by default)

15) Initialize the new volume, bring it on line, format it, and assign it a drive letter or
mount point.
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14.2 Guest VM Clustering with Dell Compellent

It is possible to configure services running on guest VMs (such as SQL) to be highly available
by creating guest VM clusters (e.g. a virtual cluster on a physical cluster) when the guest VMs
are mapped to direct-attached storage via iSCSI or virtual fiber channel. Table 9 below
shows which options are currently supported by Dell Compellent.

Table 9. Virtual Clustering Comparison and Compatibility

Virtual Guest Clustering Method
Server OS - = -
iSCSI Virtual Fiber Channel
Server 2008 R2 SUbported n/a
Hyper-V PP
Server 2012 Supported Supported
Hyper-V PP PP

1) To use cluster disks that are directly-attached to guests by virtual fiber channel to
create a guest cluster, complete the steps in the previous section (Section 14.1) to
configure 2 or more guests with cluster disks. Verify that the virtual fiber channel HBA
WWNNSs are unique for each guest VM, otherwise the Cluster Validation disk test for
SCSI-3 Persistent Reservations will fail.

2) To use disks that are directly-attached to guests by using the Microsoft iSCSI initiator
to create a guest cluster, complete the steps in Section 4.3 to configure two or more
guests with cluster disks.

Note: Do not use Storage Center Manager to create cluster server objects for your clustered
guests when using virtual fiber channel. Leave the server objects as individual objects. This is
because it is not possible to include “"down” HBAs when presenting a SAN volume to a server
cluster object. This functionality will be included in a future release of the Storage Center
Manager software. To work around this, simply assign cluster disks to each guest VM server
manually, ensuring that when doing so, the cluster volume is assigned the same LUN number
on each guest VM.

3) Once the guest VMs have cluster disks assigned, and all the required ports have been
included in the mapping, use Failover Cluster Manager to verify that the guest VM
servers pass cluster validation.

4) If the iSCSI-3 Persistent Reservations component of cluster validation fails, then
ensure that the WWNN is unique for each guest VM's virtual fiber channel HBA. By
default, failover cluster manager assigns the same WWNN to all guest VM virtual fiber
channel HBAs, but WWNNs must be different for each server when they are clustered.

Note: if it becomes necessary to assign a new WWNN to a guest VM, it is also necessary to
change the WWPNs for the guest VM, and reconfigure any existing zoning for that guest VM.

This is because the Storage Center caches WWNNSs, and when a new WWNN is assigned to a
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guest VM without also changing the WWPN, Storage Center will continue to use the cached
WWNN until the Storage Center controllers are rebooted (which flushes the WWNN cache).
A fix for this issue will be included with a future release of the Storage Center OS. To change
the WWNN for a guest VM, please see Section 14.1.2, Step 9.

5) Assuming the cluster validation tests pass, create a server cluster and then proceed to
configure the desired application or service (e.g. SQL) as highly-available.
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15 Offline Data Transfer with Server 2012

Offline Data Transfer (ODX) is now supported (and enabled by default) with Server 2012, and
will work out-of-the-box assuming that the underlying SAN storage also supports ODX. Dell
Compellent support for ODX with Server 2012 will be introduced with the 6.3.1. release of
the Dell Compellent Storage Center OS.

For more information, such as how enable or disable ODX, and how to establish
performance benchmarks, please see this Microsoft reference:
http://technet.microsoft.com/en-us/library/jj200627.aspx

More information about ODX support with server 2012 will be included in the Dell
Compellent Best Practices Guide for Windows Server 2012, due for release in Q1 of 2013.
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16 Live Migration with Server 2012

With Server 2012, Hyper-V guests can now be migrated to not only another node in the
same cluster, but to a different cluster, or a standalone node, or between standalone nodes.

Table 10 provides a quick comparison of the options and enhancements with live migration
for Server 2008 R2 and Server 2012 Hyper-V. For more information about these features,
please refer to the Microsoft document: Feature Comparison — Windows Server 2008 R2
Hyper-V and Server 2012 Hyper-V as listed in Section 19 — Additional Resources.

Table 10. Live Migration Features and Comparison

Within the Between Between Multiple guest | Guest Affinity? (synchronize two or
Hyper-V Between . )
. same standalone |standalone hosts VMs at the more guest VM to live migrate at
Version clusters? ) .
cluster? hosts? and clusters? same time? exactly the same time)
Server 2008
Y N N N N N

R2 Hyper-V es o o o o o
S 2012

erver Yes Yes Yes Yes Yes Yes

Hyper-V

The process of Live Migration between clusters and between standalone hosts is facilitated
by the ability of Server 2012 Hyper-V to synchronize a guest's VHD/VHDX files, configuration,
and memory (by using network bandwidth) to another host or cluster, while the guest is
online. Once the data is all synchronized, the guest VM is cut over. While this new feature is
SAN-agnostic, many of the best practices that have been reviewed above (e.g. thin
provisioning, MPIO, use of Replays, etc.) still apply no matter where the guest VM's data
resides.

Live migration of guest VMs between clusters or between standalone hosts may not always
be realistic or practical due to time constraints. For guest VMs with small VHD/VHDX files,
the live migration process is fairly quick. But, if the guest's VHD/VHDX files are extremely
large (e.g. 50 TB), the time required to sync the data to another volume on a different host or
cluster might be prohibitive.

When faced with moving a guest VM with extremely large VHD/VHDX files, it might be much
quicker to use Data Instant Replay to present space-efficient View Volumes containing the
guest VM's data to the desired new host or cluster. While this might involve a small amount
of down time during a maintenance window (a few minutes) to move a large guest VM to
another host or cluster, it might be a much more practical approach than waiting for hours
or even days if moving 10's or 100’s of TB of data.

In cases where there are multiple Storage Centers, Remote Replication of Volumes or
LiveVolume can also be leveraged to move large data volumes to another storage center.
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17 Hyper-V Replica with Server 2012

Server 2012 Hyper-V has made significant improvements with the disaster Recovery (DR)
aspects of Hyper-V by introducing Hyper-V Replica. Hyper-V Replica allows administrators
to replicate guest VMs to another location as part of a DR plan so that they can quickly be
brought on line there. While Hyper-V Replica is storage-agnostic, many of the Dell
Compellent features such as Replay Manager, Storage Center Replays, Live Volume, and
Remote Replication will still continue to play an important and integral part of a
comprehensive disaster avoidance and recovery plan for Microsoft Hyper-V.

More details about how Hyper-V Replica integrates with the Dell Compellent Storage Center

and overall disaster avoidance and recovery strategy will be covered in the next release of
the Dell Compellent Disaster Recovery Best Practices Guide for Hyper-V.
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18 Conclusion

Hopefully this document has proved helpful and has accomplished its purpose by providing
administrators with answers and best practices for many commonly asked questions
associated with implementing Server 2008 and Server 2012 Hyper-V on Dell Compellent

Storage.

With the release of Server 2012 Hyper-V, many new features were introduced. As additional
best practices are developed for the new features, this guide will be updated accordingly.

December 2012 Dell Compellent Storage Center Hyper-V Best Practices 147



19 Additional Resources

Below are some links to additional resources:

Microsoft Hyper-V (Server 2008) Planning and Deployment Guide:
http://www.microsoft.com/downloads/details.aspx?familyid=5DA4058E-72CC-4B8D-BBB1-
S5E16A136EF42&displaylang=en

Microsoft TechNet Hyper-V (Server 2008) document collection:
http://technet.microsoft.com/en-us/library/cc753637.aspx

Microsoft Technet Hyper-V (Server 2012) document collection:
http://technet.microsoft.com/en-us/library/hh831531

Feature Comparison — Windows Server 2008 R2 Hyper-V and Server 2012 Hyper-V
http://download.microsoft.com/download/2/C/A/2CA38362-37ED-4112-86A8-
FDF14D5D4C9B/WS%202012%20Feature’%20Comparison_Hyper-V.pdf

Microsoft Multipath I/O (MPIO) Users Guide for Windows Server 2012
http://www.microsoft.com/en-us/download/details.aspx?id=30450

Offloaded Data Transfers (ODX)
http://technet.microsoft.com/en-us/library/jj200627.aspx

Dell Compellent Documentation:
http://knowledgecenter.compellent.com
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