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General syntax

Table 1. Document syntax

Item Convention

Menu items, dialog box titles, field names, keys Bold

Mouse click required Click:

User Input Monospace Font
User typing required Type:

Website addresses

http://www.compellent.com

Email addresses

info@compellent.com

Conventions

/

Note

Cr

Timesaver

>

Caution

>

Warning

Notes are used to convey special information or instructions.

Timesavers are tips specifically designed to save time or reduce the number of steps.

Caution indicates the potential for risk including system or data damage.

Warning indicates that failure to follow directions could result in bodily harm.
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Preface

Scope

This document describes the best practices on how to use Dell™ Compellent™ Storage Center™ Data
Instant Replay feature with DB2 UDB databases for backup and recovery. It shows the step by step on
how to create a database backup using Data Instant Replay (snapshot) technology. It is also assumed
that readers are familiar with DB2 ESE V9 and its backup and recovery mechanisms and tested before
implementing in production.

ITM tTM

Audience

The primary target audience for this best practice is database administrators, system administrators,
storage administrators, and architects who analyze, design, and maintain a robust database and
storage system. Readers should be familiar with DB2 UDB table space containers and how they can
affect the performance of a DB2 UDB database.

Customer support

Dell Compellent provides live support 1-866-EZSTORE (866.397.8673), 24 hours a day, 7 days a week,
365 days a year. For additional support, email Dell Compellent at support@compellent.com. Dell
Compellent responds to emails during normal business hours.
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DB2 UDB overview

DB2 instances

An instance in DB2 for LUW is like a copy of RDBMS including all the processes that run DB2 and memory
associated with that instance and some configuration parameters to control that instance. Anytime a
new instance is created, that instance references the DB2 Database Manager program files that were
stored on that server during the installation process; thus, each instance behaves like a separate
installation of DB2 UDB.

Every instance controls access to one or more databases. Every database within an instance is assigned
a unique name, has its own set of system catalog tables, and has its own configuration file. Below is an
example of an instance named db2inst1.

E Control Center

E]l:: ontrol Center
3 Al Systems
=l FaLcon
'.-E Instances
HHC2 ahzinst
W+ 77 Al Databases

7 Al Systems
(7 All Databases

{2 Control Center (?) Heln x
Actions: Current view of the Control Center: Advanced

n Customize Control Canter
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Databases

A DB2 UDB database is a set of related objects. When you create a DB2 UDB database, you are
establishing an administrative relational database entity that provides an underlying structure for an
eventual collection of related objects such as tables, views, indexes, table spaces, etc.

Below is an example of a database named TESTDB.

E‘E Control Center,

BED ntral Center
=F 7 All Systems
S48 FaLCoN
'.-m Instances
B ab2inst1
- (] Databases
=+ [J TesTDE
— 1 Tables
b= 7 Wiews
— ] Aliases
[— 1 Micknarmes
#F 1 Cache Objects
|— 7 Triggers
|— 7 Schemas
[— 1 Indexes
— ] Tahle Spaces
— (] Ewent Maonitors
[— (] Buffer Pools
"EI Application Objects
'-E User and Group Ok
(O] Federated Databas
(7 XML Schema Repos

O3 Al Systems
3 All Databases

2 do 60 F L7 |[oetaun i “[view]
x|

I2 Control Center

Actions: Current view of the Control Center: Adwvance

u Customize Control Center

*F 7 All Databases

Table spaces

All data for a database is stored in a number of table spaces. You can think of a table space as being a
child and a database as its parent, where the table space (child) cannot have more than one database

(parent). Because there are different uses for table spaces, they are classified according to their usage
and how they will be managed. There are five different table spaces by usage:

Catalog table space

There is only one catalog table space per database, and it is created when the CREATE DATABASE
command is issued. Named SYSCATSPACE by DB2, the catalog table space holds the system catalog
tables. This table space is always created when the database is created.
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Regular table spaces

Regular table spaces hold table data and indexes. It can also hold long data such as large objects
(LOBs) unless they are explicitly stored in long table spaces. A table and its indexes can be segregated
into separate regular table spaces, if the table spaces are database managed space (DMS). We will
define the differences between DMS and system managed space (SMS) later in this white paper. At least
one regular table space must exist for each database. The default is named USERSPACEL when the
database is created.

Long table spaces

Long table spaces are used to store long or LOB table columns and must reside in DMS table spaces.
They can also store structured type columns or index data. If no long table space is defined, then LOBs
will be stored in regular table spaces. Long table spaces are optional and none will be created by
default.

System temporary table spaces

System temporary table spaces are used to store internal temporary data required during SQL
operations such as sorting, reorganizing tables, creating indexes, and joining tables. At least one must
exist per database. The default created with the database is named TEMPSPACEL.

User temporary table spaces

User temporary table spaces store declared global temporary tables. No user temporary table spaces
exist when a database is created. At least one user temporary table space should be created to allow
definition of declared temporary tables. User temporary table spaces are optional and none will be
created by default.

Table space management
System Managed Space (SMS)
SMS table spaces are managed by the operating system. Containers are defined as regular
operating system files and they are accessed via operating system calls. This means that all the
regular operating system functions will handle the following: I/0 will be buffered by the
operating system, space will be allocated according to the operating system conventions, and
the table space is automatically extended when it is necessary. However, containers cannot be
dropped from SMS table spaces, and adding new ones is restricted to partitioned databases.
The three default table spaces explained in the previous section are SMS.

Database Managed Space (DMS)

DMS table spaces are managed by DB2. Containers can be defined either as files (which will be
fully allocated with the size given when the table space is created) or devices. DB2 will manage
as much of the 1/0 as the allocation method and the operating system will allow. Extending the
containers is possible by using the ALTER TABLESPACE command. Unused portions of DMS
containers can be also released (starting with version 8).
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Below is an example of the table spaces.

I2 Control Center

n Cantrol Center
..'CI All Systems
B FaLcon
..-D Instances IEMDEFAILTCROUP Large Database “TESTSKBE-BP"
.-@* db2instl IEMDEFAULT CROUP Large Database Mo Mo “TEST8KB-BP"
.-El Databases (57 SYSCATSPACE IBMCATGROUP Regular Database Yes Yes  IEMDEFAILTEP
=+[J TesTDB () SYSTOOLSPACE  IBMCATGROUP Large Database Yes Yes  IBMOEFALLTBP
[0 Tables 27 TEMPSPACEL IBMTEMPGROLUP System tempo... System Yes Mo IBMOEFAULTEP
= (0 Views 57 USERSPACEL IEMDEFAILTCROUP Large Database Yes Yes  IEMDEFAILTEP
=1 Aliases
[~ 1 Micknarmes
#k 01 Cache Objects
-7 Triggers
=7 Schemas
-7 Indexes
=
|— T Ewent Monitors 1 Tablespaces QM X
- O Butfer Paols Actions: Select an object from the list above to display more details.
!D CEAIRETR Gl 4n Create MNew Tablespace

Containers

Every table space has one or more containers. Again, you might think of a container as being a child
and a table space as its parent. Each container can only belong to a single table space but a table
space can have many containers. Containers can be added to or dropped from a DMS table space, and
their sizes can be modified. Containers can only be added to SMS table spaces on partitioned databases
in a partition, which does not yet have a container allocated for the table space. When new containers
are added, an automatic rebalancing will start to distribute the data across all containers. Rebalancing
will not prevent concurrent access to the database.

Below is an example of containers.

Iter Table Space - TOMTS

Jdb2jdatal db2inst 1/NODEOOOO/TESTDB,/TOO0000E /CO000001. LRG i , 000, Existing
fdbz jdata2 fdbZinst 1/NODEOOOD /TESTDE,/TO000003 /CO000002. LRG i L 000, Existing
fdb2 jdataz fob2inst 1/NODEOOOO/TESTDB/TO000003 /CO000003. LRG L 000, Existing
fdb2 jdatad/db2inst 1/NODEOOOO/TESTDE,/TO000003 /CO000004. LRG i L 000, Existing
fdb2 jdatas fdb2inst 1 /NODEOOOO /TESTDB,/TOO0000E /CO000005 . LRG i , 000, Existing
fdb2 jdatas /db2inst 1/MODEOOOD /TESTDB,/TO000003 /CO000006. LRG i L 000, Existing
fdbz jdata? fob2inst 1/NODEOOOO/TESTDE,/TO000003 /CO000007 . LRG i 40,000.00 Existing
Jdb2 jdata8/db2inst 1/NODEOOOO/TESTDE,/TO000003 /CO000008. LRG i 40,000.00 Existing

Page 10



Dell Compellent Storage Center DB2 UDB backup and recovery
with CML data instant replay Best Practices

DB2 components used for backup and recovery

Transaction log files

Active/online logs: Log files with contents that have not yet been applied to the
database’s data files are called active or online log files. The online log files are
created in the active database log directory and are required to perform crash as well
as roll-forward recovery.

Archive/offline logs: Log files with contents that have been applied to the database’s
data files. They are not required for crash recovery but are crucial for roll-forward
recovery. An active log file becomes a candidate for archiving as soon as its contents
are written to the data files and may be moved automatically from the active log
directory to an archive location.

Logging modes

Circular logging: Only online logs are retained and log files are used in round-robin
fashion. The online logs are used for crash recovery only. The primary means of
database recovery is version recovery from a full database backup. Circular logging
overwrites logs that are committed.

Archive logging: Both online and the archived logs are retained. Online logs are used
for crash recovery. For roll-forward recovery, both online logs and archive logs are
used. Upon commit, log files are closed and become available for offline archiving. You
can enable archive logging by setting the logarchmeth1 and logarchmeth2 parameters
to a value other than OFF in the database configuration.

Recovery history File

DB2 uses a special file called Recovery History File as a repository to keep track of
database activities such as database or tablespace backups, database or tablespace
restores, roll-forward, alter, created, quiesced, renamed, dropped, loaded, or table
re-org. The command to execute is DB2 LIST HISTORY.

Recover methods

Crash recovery: Database transactions (units of work) can be interrupted
unexpectedly. If a failure occurs before all of the changes that are part of the unit of
work are completed and committed, the database is left in an inconsistent and
unusable state. Crash recovery is the process by which the database is returned to a
consistent and usable state. This is done by rolling back incomplete transactions and
completing committed transactions that were still in memory when the crash occurred.
(Transaction records and corresponding commit records stored in transaction log files
are used to return the database to a consistent state.) The order in which statements
are rolled back is the reverse of the order in which they were originally executed.

Version recovery: This type of recovery allows for the restoration of a previous version
of a database using a backup copy of the database that was created by the DB2 backup
utility. This method of recovery is normally used for restoring a non-recoverable
database. You can also use this method to restore a recoverable database if the DB2
restore utility is invoked with the WITHOUT ROLLING FORWARD option specified. A
version recovery reconstructs an entire database using a backup copy created earlier.
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Roll-forward recovery: Roll-forward recovery extends version recovery by using full
database backups in conjunction with archive and active log files. When a roll-forward
recovery operation is performed, the database must first be restored from a backup
copy, and then transaction records stored in log files are applied to the restored
database. This procedure returns a database or a tablespace to the state it was in at a

particular point in time. The roll-forward recovery requires archival logging to be
enabled.

Non-recoverable database

A DB2 database is considered to be non-recoverable if it is using circular logging. For
circular logging, only active logs required for crash recovery are retained. Version
recovery is the primary method used to restore a damaged database; roll-forward
recovery is not possible, and such a database can be restored only to the state it was in
at the time the backup image being used for recovery was created.

Recoverable database

A DB2 database is considered to be recoverable if it has archive logging enabled and
the logarchmeth1 and logarchmeth2 configuration parameters have been set to a value
other than the value OFF. The active logs as well as archive logs are available for
recovery; active logs are used for crash recovery and archive logs make roll-forward
recovery possible. If a database is recoverable, tablespace level backup and recovery
are possible as well.

Database consistency (suspend I/O)

To create a consistent online backup for a recoverable database using Dell Compellent
data instant replay, all write operations must be suspended temporarily before
invoking the Replay command. You can suspend 170 by issuing DB2 SET WRITE SUSPEND
FOR DATABASE. After issuing the suspend command, all writes to the database and its
logs are suspended. Only read operations are allowed. Any transaction requires disk 1/0
during the suspend mode will proceed normally once the write operation on the
database is resumed.

The db2inidb and db2rfpen commands

The Replay (snapshot) created using the suspended I/0 feature continues to stay in a
write suspended mode until it is initialized to a usable state. To initialize the Replay
(snapshot), a tool called DB2INIDB can be executed to perform a crash recovery. To
place the database that has been restored from an offline backup into roll-forward
state, you can use DB2RFPEN command.
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Dell Compellent overview

Dell Compellent consistency group

Dell Compellent consistency group feature allows storage administrators to take a snapshot of a DB2
UDB database atomically. When creating a snapshot of a running DB2 database using storage
functionality, you must ensure that all storage volumes (LUNs) that make up your database be
atomically snapped because of multiple containers and transaction log files. Remember that DB2 writes
to multiple container files, so without consistency group you cannot create a usable snapshot of a
running database that spans multiple containers.

Without consistency group, in order to create a usable snapshot of an online database, the database
table space must be configured with all container files in one volume or with just one container.
Consistency Group feature gives you the ability to create a usable snapshot of an online database with
multiple container files and transaction log files spread across volumes for performance.

Also, you can create a re-startable copy of a DB2 database with consistency group without having to
suspend 10 to database. This scenario is similar to having a power outage on the database server. At
restart, DB2 performs crash recovery, rolling forward any changes that did not make it to the data files
and rolling back changes that had not committed. However, roll-forward recovery using archive logs to
a point-in-time after the re-startable copy is created is NOT supported.

Dell Compellent data instant replay

Dell Compellent storage delivers continuous data protection using space-efficient snapshots called
Replays. With data instant replay, once an initial snapshot of a volume is taken, only incremental
changes in data need to be captured. This not only saves disk space, but speeds local recovery of lost
or deleted files. An unlimited number of Replays can be scheduled for near-instant recovery to virtually
any point in time.
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Create consistency group profile

Creating volumes

Creating volumes for your DB2 database is simple. Once the volumes are created, you map the volumes
to your server and configure the volumes at the operating system level.

Example: | have created four volumes for my database.

® Technical Solutions SC6 - Compellent System Manager.

€ storage Management (2, Visw © : Refrssh &4 Help (%) 1:19PM 0] Log OFF @ System Status

@ Create volume & Create Yolumes (G Create Replication Yolume |

[ Properties & Wolume Properties 4 Map Wolumes to Server | B> Replay | @ Mave to Folder $€ Delete
J€ Technical solutions sce ~

=4 Storage - "y
— | | DB2
=g Volumes -
{539 apple —

5 Hp-ux Marme Type [Status | status Information Volume Type

Logical Size Replay Praflle
g i & Ly-dbz-archlog Wolume Up active on controller ‘SN 97 Replay Enabled 100 GB DBZ
{58 Microsoft

& Ly-dbz-bin volume Up Active on controller ‘SN 976" Dynamic Write 20 GB
g x“‘f & Ly-dbz-datatl wolume Up Active on controller 'S 977 Replay Enabled 30 GB DBZ
-5 Netware
59 Oracls & Ly-dbe-dataz volume Up Active on controller ‘SN 976" Replay Enabled 30 GB DE2
Ligrz & Ly-dbz-log volume Up Active on controller ‘SN 977
Consistency(Graup
&

Replay Enabled 100 GB DBZ

Ly-dbz-archlog
& Ly-db2-bin
[ Ly-db2-datal
il Ly-db2-dataz
188 Ly-db2-log
MySQL
OracleZFS
SybaseASELS02
[ TRMA
I Fal-dbz-tin
& st-dbz-bin
[ st-dbz-data1
[ st-dbz-dataz
{5 pacs

{59 Red Hat Cluster

{55 Solaris Sparc
{5 tFranke
{55 virtualization
- woas
----- i@ IB_Mexenta_Test
i@ Tyrant S00GE
[E Replay Profiles
Storage Profiles
o Recycle Bin
W servers
2 Disks
A Controllers
A& UPS
) Enclosures

181 Racks
R
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Creating consistency group replay profile

After creating the volumes for your database, you can create a consistency group replay profile and
apply the profile to the volumes. The below steps show how to create this profile and apply it to the
volumes:

1. Right click on Replay Profiles and select Create Consistent Replay Profile.
Click “Continue” button.

{3 Create Consistent Replay Profile
L] it Advisor

Consistent Replay Profiles allow you to maintain a consistent set of replay
data acress multiple volumes.

In arder to ensure consistency, volume 12 is halted for all volumes using the
Replay Profile while replays are created for each wolume. Once replays hawve been
created for each volume, 12 is resumed.

This process is resource intensive, and may cause | timeouts depending upon
the number of volumes using the Replay Profile. In order to prewvent 2 timeouts,
onky use Consistent Replay Profiles for small sets of wolumes.

2. Click the “Advanced” button

{3 Create Consistent Replay Profile
@ pack [ ouit [ sdvisor

Mame Mews Replay Profile 1

Motes

Schedule Rules:
Schedule Expiration

[ = Advanced ] [ = add Rule ] [ =P Modify Rule ] [ = Remove Rule ] [ = Creake Mow ]
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3. Select both check boxes and enter 30 seconds and click “Continue” button.

{3 Create Consistent Replay Profile |:||E| |z|
L] it Advisar

Alert if Replays cannot be completed within seconds

& Any Replays not completed before an alert is generated will not be taken. This may
lead to incomplete groups of Replays across volurmes.

# It may be necessary to specify an aled timeout value in order to prevent server 110
timeouts depending upon the number of volumes using this profile and overall
systerm load.

Automatically expire incomplete replay groups

4. Enter a name for this replay profile. The name of this replay profile will be used
when creating replays of the database volumes. Click “Create Now” button.

{3 Modify Replay Profile

< cuit [ Advisor
Mame: DEZ
Motes:

Schedule Rules:

Schedule Expiration

[ = advanced ] [ = ndd Rule ][ = Modify Fule ][ = Remove Fule ] [ = apply Changes ]
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5. DB2 replay profile has been created as shown. Right click on the DB2 replay profile
and select “Apply to Volume(s)”.

(® Technical Solutions SC6 - Compellent System Manager.

€ storage Management (2, Visw © : Refrssh &4 Help

[33 Modify | & Apply to Volume(s) % Apply to Server 9 Delete | P> Create Replay for Yolumes | &5 Convert to Non-Consistent Replay Profile

(%) 1:30PM 0) Log OFF @ System Status

€ echical Solctions 5C6
A% Storage
=i volumes
{539 apple
59 Hp-Ux
5= 3im
59 Microsoft
-5 NAs
-5 Netware
-5 Oracle
-5 PACS
{55 Red Hat Cluster
{55 Solaris Sparc
{59 tfranke
59 virtualization
159 wi-nas
f& JB_Mexenta_Test
i@ Tyrant S00GE

[52 wM Replay Profile
[z Whwiare
[ 10grzFs

/i o

[ MysaL
----- [ oracle10gR2ASM
..... [ oraclensm

----- [ oraclershm
[ OracleFSwxvm 4
[ oraclezFs
[ Poolz
[ sybase
[ tpna
Storage Profiles
] Recycle Bin

DB2

Name DE2
Index ]
Type Replay Profile (Custom)

Replay Creation Consistent

Schedule

Expiration

Date Created 040012010 02:42:50 pm
Date Updated 04/23/2010 10:32:57 am

Notes

6. Expand the volume folder and select all volumes that make up the database and
click “Continue”.

{3 Apply Replay Profile
4o pack B owit ] Advisor

CIBX]

Select the “olumes to which you wish to apply Replay Profile "DBE2":

== [l ([ g T

[ & Ly-dbz-bin
8 Ly-dbz-datatl
&8 Ly-dbz-dataz

| SvbaseASELSOZ

[

[0 Replace Existing Replay Profiles
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7. A confirmation window appears to allow you to verify the information. Click on
“Apply Now” button to finish the process.

{3 Apply Replay Profile
@ pack [ quit [F7] Advisor

Replay Profile "DBE2" will he applied to the following volurmes.
The replay profile will be applied in addition to any existing replay profiles for these volumes.

MNarne | Folder Path
@ Ly-dbz-archlog Oracle/DEZ
B8 Ly-dbz-datal Oracle/DEZ
88 Ly-dh2-dataz Oracle/DEZ
@ Ly-db2-log Oracle/DBZ

4 Cancel ] |_ @ Apply Mow _|

Page 18



Dell Compellent Storage Center DB2 UDB backup and recovery
with CML data instant replay Best Practices

Create DB2 database backups

Create an offline backup

The database is considered offline when all connections to the database have been terminated and the

database is no longer active. The following steps must be executed:

1. [db2instl@production ~]$ db2 force applications all

2. Take a replay (snapshot) of all volumes containing your database

Create an online backup

The database is considered online when one or more connections have been established to it. To take

an online backup, the following steps must be executed:

[db2instl@production ~]$ db2 connect to proddb user db2inst1 using db2inst1
[db2instl@production ~]$ db2 set write suspend for database

sync

Take a replay (snapshot) of all volumes containing your database

a A w N P

[db2instl@production ~]$ db2 set write resume for database
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Restore DB2 databases

Restore a non-recoverable database from an offline backup
This type of recovery is called version recovery. The following steps must be executed:

[db2instl@production ~]$ db2 force applications all
[db2inst1@production ~]$ db2stop
[db2instl@production ~]$ db2_kill
[db2instl@production ~]$ ipclean db2inst1

Mount replays on new mountpoint

Copy all database files from the new mountpoints to their original locations

~N oo oA WN

Restart your database

Tip: If you don’t want to copy the files from the new mountpoints to their original locations, you can
un-map the original volumes and then map the replays and mount on the same mountpoints and restart
your database.

Restore a non-recoverable database from an online backup
This type of recovery is call version recovery. The following steps must be executed:

[db2instl@production ~]$ db2 force applications all
[db2instl@production ~]$ db2stop
[db2instl@production ~]$ db2_kill
[db2instl@production ~]$ ipclean db2inst1

Mount replays on new mountpoint

Copy all database files from the new mountpoints to their original locations

~N oo oA WN

[db2instl@production ~]$ db2 restart db proddb write resume

Tip: If you don’t want to copy the files from the new mountpoints to their original locations, you can
un-map the original volumes and then map the replays and mount on the same mountpoints and restart
your database.
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Restore a recoverable database from an offline backup
To recover the database to its original state without rolling forward, the following steps must be
executed:

[db2instl@production ~]$ db2 force applications all
[db2instl@production ~]$ db2stop
[db2inst1@production ~]$ db2_kill
[db2instl@production ~]$ ipclean db2inst1

Mount replays on new mountpoint

Copy all database files from the new mountpoints to their original locations

~N o oA W N P

Restart your database

Tip: If you don’t want to copy the files from the new mountpoints to their original locations, you can
un-map the original volumes and then map the replays and mount on the same mountpoints and restart
your database.

To recover the database to its original state with rolling forward, the following steps must be
executed:

[db2instl@production ~]$ db2 force applications all

[db2instl@production ~]$ db2stop

[db2inst1@production ~]$ db2_kill

[db2instl@production ~]$ ipclean db2inst1

Mount replays on new mountpoint

Copy all database files from the new mountpoints to their original locations
[db2instl@production ~]$ db2rfpen on proddb

[db2instl@production ~]$ db2 rollforward database proddb to end of logs and complete

0 N o o B~ W N P

Tip: If you don’t want to copy the files from the new mountpoints to their original locations, you can
un-map the original volumes and then map the replays and mount on the same mountpoints and restart
your database.
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Restore a recoverable database from an online backup
To recover the database to its original state with rolling forward, the following steps must be
executed:

[db2instl@production ~]$ db2 force applications all

[db2instl@production ~]$ db2stop

[db2inst1@production ~]$ db2_kill

[db2instl@production ~]$ ipclean db2inst1

Mount replays on new mountpoint

Copy all database files from the new mountpoints to their original locations
[db2instl@production ~]$ db2inidb proddb as snapshot

[db2instl@production ~]$ db2 rollforward database proddb to end of logs and complete

0 N o o B~ W N P

Tip: If you don’t want to copy the files from the new mountpoints to their original locations, you can
un-map the original volumes and then map the replays and mount on the same mountpoints and restart
your database.
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Conclusion

With Dell Compellent Data Instant Replay technology, the Dell Compellent Storage Center offers a
compelling advantage for database administrators in terms of backup and recovery. By using Dell
Compellent data instant replay, database administrators can perform backups online or offline without
adding additional disk space compare to other traditional snapshot technologies. Database
administrators can also keep the backup replays on line for quick recoveries. Additionally, backup and
recovery performance is dramatically improved compared to other conventional methods.
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