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The Evolving Data Center 
The data center has undergone several significant transformations since the birth of computing. The 
data center has evolved from mainframe computing to client server to Internet computing to SOA. Now 
we sit on the precipice of another major technology shift – the move to a fully virtualized data center 
(Figure 1). With each transition, the cost of computing was driven down by orders of magnitude and 
organizations were able to increase the efficiency of data center operations, software development, 
and most importantly, corporate workers.   

Figure 1. Computing through the ages 

 

The shift to a virtual data center will be the most significant IT transformation since the invention of 
the mainframe as it promises to bring together the network stack, storage and the computing layer to 
optimize application performance. In a fully virtualized data center, compute resources exist as VMs 
(virtual machines), storage becomes virtualized “pools” that can exist anywhere, and the network 
fabric connects these virtual elements to form a flexible, scalable computing environment (Figure 2). 

Figure 2. The virtualized data center is connected by the network 
 

 
 



Open Network Automation is Critical to the Virtual Data Center 

 Page 3 
 

The use of virtualization technology is widespread. A recent enterprise survey revealed that 82% of 
organizations today are using virtualization technology1. The primary driver for almost all companies 
using virtualization is to consolidate the number of servers. Obviously, this can have a huge impact on 
TCO since the number of servers can be dramatically reduced, sometimes by a factor of 10. However, 
there are many other reasons for deploying virtualization technology, including: 

• It allows software developers or other users to provision their own virtual machines. 
This will allow developers, engineers or others to have near instantaneous access to 
compute resources without having to involve several other departments.  

• It ensures application performance is maintained when the workload is increased by 
provisioning additional computing resources.   

• It increases the uptime of applications by mobilizing virtual workloads. In the event of 
an outage, the VM can move across a rack, across the data center or across the 
network whenever required.   

• It acts as the bridge between physical and cloud-based data centers. Resources must be 
virtualized if they are to easily migrate between private data centers and cloud-based 
data centers. 

 

The adoption of new technology always creates new challenges for data center managers, and 
virtualization is no exception. While server consolidation can dramatically reduce the number of 
physical servers, an unfortunate side-effect is that it results in an explosion in the number of virtual 
machines. Managing this so-called “sprawl” of virtual machines is much more difficult than managing 
physical resources. As organizations move from hundreds of VMs to thousands, questions such as 
“Where is that VM?”, “Who created that VM?”, “Who owns that VM”, “Why did it migrate?” and “Where 
is the data?” become more common. This new complexity results in additional work for server 
administrators as they shift their workload from managing tens or hundreds of physical servers to 
managing hundreds to thousands of virtual machines. 

But the challenge does not stop there. With virtual machines, data center managers must also provision 
virtual storage pools and virtual network resources. In earlier times, managing the computing 
environment, which consisted of a static stack of compute, network and storage resources, was much 
simpler. But with virtual compute, storage and network resources, complexity has dramatically 
increased, resulting in more work for system, network and storage administrators. 

The Role of Automation 
The solution to the additional complexity caused by the extensive use of virtualization in the data 
center is automation. Automation will play an important role in helping data center engineers better 
manage virtual resources. Without automation, data center managers need to manually re-provision 
and optimize server, storage and network resources every time the smallest change in the environment 
is made. Keeping all of the virtual resources in sync is a near-impossible task for any data center of 
significant size. In fact, only 17% of respondents polled in Yankee’s recent survey2 feel that the tools 
to virtualize mission critical applications exist today. This leaves a big gap between the vision of the 
fully virtualized data center and the current market reality.   
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Figure 3. The virtual data center is everyone’s responsibility 

 

 

The challenge associated with managing a virtual environment is not limited to just deploying new 
technology, as data center operations and organizational structure are also impacted in a significant 
way. Today, most large data centers have administrative staff for supporting server, network and 
storage resources (Figure 3), and each of these groups have expertise in managing their respective 
technology. Prior to the adoption of virtualization technology, these groups could successfully operate 
in what were essentially independent groups. But the adoption of virtualization, combined with the 
need to quickly shift resources as demanded by the business, is now requiring these groups to work 
closely with each other.  

Automation  
The additional complexity caused by the explosion of VMs, the need to tightly coordinate the 
provisioning of virtual resources, and the organizational challenges of managing this new virtual 
environment are best solved by automation. Automating the monitoring, management and provisioning 
of common tasks can greatly reduce the additional workload caused by virtual environments. 
Automation can also help standardize data center configurations, enforce best practices and increase 
availability. 

For the network, automation can improve data center operations in the following ways:  

• Instantly adjusts to changes in data flows, without manual reconfiguration, to optimize 
application performance.  Virtualization, cloud computing, web 2.0 and other trends 
have given rise to bursty and unpredictable traffic flows. A congestion free network 
that provides non-blocking switching and routing performance can reduce the end to 
end latency of the transaction. This will also lead to the flat, layer 2 network that 
VMotion requires.   
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• Delivers an “always on” data center fabric. A high capacity, modular, fully redundant 
network can shift resources almost instantly to withstand any outage. Additionally, the 
network architecture can be simplified by increasing the density of the ports in the 
network devices. This means less hardware, a simpler architecture and increased 
uptime.   

• Provides on demand resource allocation through automated network reconfiguration. 
The network can adhere to any business SLA (service level agreement) to automate 
tasks such as reallocating resources by moving VLANs, changing priorities through QoS 
policies, reallocation of bandwidth or reducing power consumption by shutting off 
underutilized resources. 

 

Because the network is at the heart of the virtual data center, it is unique in its ability to enable 
organizations to maximize their investments in virtualization and cloud architectures.   

The Different Approaches to Network Automation  
The goal of network automation is to provide a self-optimized network that is capable of dynamically 
allocating virtual resources to where they are needed in a timely fashion. Several approaches to 
network automation have emerged, and data center architects, CIOs and others involved in designing 
virtual data centers need to be aware of the differences. The network vendors can be seen as falling 
into one of three high-level approaches:  

Approach 1: Integrated Network Automation   
This approach involves the vendor adopting a highly integrated, proprietary architecture that requires 
the customer to source all elements in the stack from a single vendor, or closed system of vendors. The 
upside of this “vertically integrated” approach is that it delivers a solution that works “out of the box”, 
so there is some short-term benefit.  Long-term however, this approach means vendor lock-in, which 
deprives customers of the power to choose the best technology for their specific environment. To date, 
Cisco has chosen to adopt this approach. 

Approach 2: Network Controlled Automation 
In this environment, the monitoring, management and provisioning of virtual environments is controlled 
from, or by, the network. When a new virtual environment is required, or if an existing virtual 
environment needs more resources, network management tools provision the network, compute and 
storage resources. This is a network-centric strategy that requires all of the data center functions to 
fall under the control of the network rather than working in a cooperative manner. This requires a huge 
cultural and operational shift by data center managers. This approach has been adopted by Brocade 
and Extreme Networks. 

Approach 3: Open Network Automation 
The third approach toward network automation is one that leverages open standards that allow the 
data center network fabric to be controlled by existing automation or middleware tools. Because this 
approach is server and application centric, it is consistent with current data center operations, 
allowing an organization to adopt network automation more seamlessly because current best practices 
can remain in place. With an open strategy, the network infrastructure aids the operations of the 
virtual data center but doesn’t take on the role of managing the virtual environment. Managing the 
virtual environment is done by existing virtualization management or system management tools 
designed for this express purpose. Additionally, standards based protocols are used for exchanging 
information between the network fabric and hypervisors or virtual switches to manage network 
configurations. This allows companies to choose best-of-breed technologies and still have the assurance 
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that the solution will work. The open, standards based approach to network automation provides the 
best long-term benefits for the customer, as it retains the current data center operational structure 
but still provides a path to the future. Dell is an example of a vendor that utilizes this approach 

What to Look for in a Solutions Provider 
As network automation continues to evolve, more and more vendors will claim to have solutions that 
can help an organization make the transition to a virtual data center. Considering the important role 
the network will play in the evolution of the data center, it is critical that the following be considered 
when making a purchase decision:  

• An open, standards based approach. There are many solution providers that claim to be 
open and many that claim to be standards-based. However, it is crucial that the 
network truly be both. Some vendors that claim to be both will actually be including a 
number of proprietary features that are “based on standards”.  

• Hypervisor, virtual switch and server agnostic. If this isn’t the case, the organization 
may lose its choice in compute platforms. Considering the rate of innovation and the 
reach of virtualization, it’s important the network be able to support any of the 
hypervisor vendors.  

• Non-blocking, congestion free architecture. This will minimize the end-to-end latency 
of traffic flowing across the network. Solutions that are “near non-blocking” or over-
subscribed could lead to congestion problems that impair the performance of 
applications. 

• Future proofed technology – high density, 40 GbE and 100 GbE ready. The network 
infrastructure being purchased today should be thought of as a five year investment. 
So, the hardware being procured needs to provide sufficient density to allow 
simplification of the network and upgradability to both 40 and 100 GbE.  This will avoid 
a rip and replace event in the future. 

• A vendor with a history of data center innovation.  Networking in the data center has 
many demands that are unique. Choose a vendor that understands the demands placed 
on the data center network. Vendors who grew in the wiring closet may not have the 
right culture to meet the challenges of a data center.  

• A broad ecosystem of partners. No single vendor can deliver on the vision of the virtual 
data center. The network solution provider used should have solutions that work with 
all of the major compute, virtualization, storage and management vendors.    

• A solution provider that utilizes common scripting languages. Data center operations 
today are driven by scripts written in perl, python and UNIX. A network vendor that 
utilizes the de facto standard scripting tools can help bridge the gap between 
networking and computing more efficiently and more quickly.   

Conclusions  
The data center is on the verge of another major transition – the shift to a fully virtualized data center. 
This will lower the cost of computing, improve uptime and application performance and raise corporate 
productivity to new heights. However, along the way, data center managers will encounter new 
challenges in managing a data center built on pools of virtual resources instead of physical ones. 

Open network automation can help meet many of these challenges by delivering a network that works 
with the compute infrastructure to automate many of the mission critical, time sensitive tasks needed 
to run a virtual data center. Open network automation will: 

• Enable a virtual infrastructure that can scale to handle unpredictable traffic demands. 
• Create an elastic environment where virtual resources can be allocated where and 

when they are needed based on business policy.  
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• Improve application uptime by instantly adapting and applying network configuration 
changes that arise due to changes in the compute environment.  

• Provide a bridge to cloud computing by allowing companies to coordinate the 
movement of resources to the cloud at their own pace.  

• Help move customers towards the vision of a virtual data center much faster than 
solutions that use vertically integrated technology.   

 

 


