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Setting the Stage for Storage
Behind all the digital content, high-definition videos, 

sophisticated learning management systems (LMS) and 
data management solutions intrinsic to the education 
landscape, a quieter but equally significant transformation 
is playing out. The performance and reliability of these vital 
assets hinge directly on how successful the IT department 
is in building and managing the underlying storage infra-
structure. Storage solutions typically aren’t the technology 
systems that campuses focus on first and foremost — not 
in an age of hot new laptops, paper-thin tablet PCs and 
innovative social networking applications. But as digital 
content in all its forms explodes in volume and complexity, 

storage systems are becoming key factors in a campus’ 
ability to use technology effectively and efficiently.  

Consider this:
• Some universities report that current data volumes 

often reach hundreds of terabytes and that number is 
expected to double over the next 12 to 18 months.

• IT managers are struggling to absorb many types 
of new applications and data types, ranging from 
structured information that fits neatly into database 
systems to an exploding volume of free-form unstruc-
tured data associated with Web 2.0 and collaboration 
applications.

Managing the Storage Storm  
in Education

Executive Summary
As K-12 school districts, community colleges, and 

four-year colleges and universities cope with the 
increasing volume and complexity of digital content 
driven by new technologies, it is becoming critical 
that storage systems support the use of these lat-
est technologies. While storage solutions may not be 
the primary focus of a campus in an age of hot new 
technologies, the importance of properly planning and 
managing storage will only increase in the years ahead 
as data growth rates continue to climb. All of this is 
happening as tight budgets are forcing IT managers to 
meet new demands without additional financial and 
staff resources. 

Fortunately, balancing these challenging require-
ments is becoming easier, thanks to modern storage 
technologies and best practices that give IT administra-
tors greater flexibility in managing data and using  
resources more effectively. Educational institutions 
need to develop a strategic end-to-end view of storage 
to ensure that storage infrastructure effectively sup-
ports teaching, learning, research and administration. 

The goal of this white paper is to provide a guide 
to managing storage in the new digital education 
environment. The paper walks readers through steps 
that will help them implement strategies that improve 
efficiencies and cut costs by creating a solid and 
efficient storage program, including:
• Evaluating the current storage environment
• Considering a refresh while taking a look at the latest 

storage technologies
• Determining the possible role of service providers to 

help with modernization plans
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• There is an increasing amount of space-hungry high-
definition video that permeates all levels of educa-
tion, from interactive classroom resources to student 
services departments.

• Campuses face more stringent requirements for 
managing student records and generating reports that 
satisfy regulatory and funding requirements. 

The pivotal role storage plays to meet information man-
agement goals will only increase in the years ahead as data 
growth burgeons and the requirements for greater access 
usher in additional challenges.

Fortunately, resolving these issues may become more 
manageable for two primary reasons. First, new storage 
technologies provide IT administrators with greater flex-
ibility to manage data and use available capacities more 
effectively. Second, when necessary, campuses can selec-
tively turn to third-party storage experts for help in reduc-
ing complexities ranging from assessing needs to managing 
day-to-day performance. 

However,  even with the proper tools and resources, IT 
administrators in both K-12 and higher education institu-
tions need an overarching storage strategy that addresses 
today’s new realities. Yesterday’s ”Band-Aid” approach 
of constantly adding new capacity is no longer viable or 
affordable. 

Understanding the Challenge 
One thing is becoming clear for campuses at all lev-

els — storage systems are much more than just a place 
to house data. Today’s challenge is to provide adequate 
capacity while simultaneously delivering performance rates 
high enough to serve sophisticated education applications 
and administrative needs. In short, just throwing more disk 
drives at the data explosion problem no longer works. In 
fact, that approach usually just adds unnecessary costs and 
complexity.

Instead, IT managers must look at storage needs 
and solutions in new ways to better manage data, take 

advantage of automated storage management innovations 
and ultimately buy proportionately less capacity than what 
exploding growth rates may indicate. 

Why are storage considerations so different today than 
in the recent past? One reason is that the performance of 
servers, desktop devices and applications is directly linked 
to storage systems. IT resources must deliver high degrees 
of responsiveness as educational materials are being deliv-
ered online to administrators, teachers, students, research-
ers and other constituents. This means that each data file 
not only needs a home, but that home must be in the right 
place, at the right time and for the right cost. 

The link between performance and storage systems 
becomes even more entwined in virtualized environments 
where effectively managing data in a centralized hub defines 
success. The underlying storage tier is critical to achieve 
server consolidation efficiencies. The increased demand on 
storage in a virtual data center also highlights limitations 
associated with traditional direct attached storage (DAS) 

Instead of endlessly adding more capacity, 
educational organizations need a plan that points to 
long-term solutions rather than short-term fixes. The 
bottom line: K-20 campuses must develop a strategic 
view of storage that provides flexibility while meeting 
future demands. 
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systems, where hard disks are dedicated to individual serv-
ers. These rigid ties challenge the IT department to quickly 
provision additional capacity when needed or scramble to 
keep operations running during load fluctuations. 

Cost is another concern. Campuses can no longer 
afford a one-size-fits-all approach to storage. Environ-
ments where all data resides on a single storage plat-
form don’t provide sensible efficiency options to house 

older, less critical information on the most economical 
technologies. 

What’s the solution? Instead of endlessly adding more 
capacity, educational organizations need a plan that points 
to long-term solutions rather than short-term fixes. The 
bottom line: K-20 campuses must develop a strategic view 
of storage that provides flexibility while meeting future 
demands. 

Assessments: A Valuable Baseline 
For many education institutions, the first step in opti-

mizing their storage systems is to perform a thorough 
assessment of their current IT operations. The resulting 
data provides a snapshot to help understand the exist-
ing environment while uncovering potential optimization 
opportunities for core storage functional areas such as:

• Service Delivery
• Staffing
• Financial Management
• Standardization
• Tools and Automation
• Tiered Archiving Strategies
• Data Deduplication
• Performance Metrics

However, a complete storage infrastructure assess-
ment can require dedicated staff time for perhaps a 
month or more to gather the necessary information, 
analyze data and create a report of the findings. That’s a 
commitment many resource-strapped IT organizations 
find difficult to make. An alternative is to hire outside 
technology experts to handle the data gathering phase, 
perform the analyses and use their expertise to recom-
mend improvements. 

Here are some must-have capabilities to look for from 
service providers:
•   Education expertise: K-12 and higher education institu-

tions share some unique requirements and resource 
limitations not seen in other vertical markets. To end 
up with a plan that’s tailored for campuses, analysts 
should come from the education industry.

•   Storage specialists: Since storage systems now play a 
pivotal role in overall IT performance and cost manage-
ment, the assessment firm should have deep expertise 
in the latest storage technologies, networked architec-
tures and implementation best practices. 

•   A big picture perspective: An end-to-end storage 
productivity assessment should also analyze improve-
ment opportunities throughout the data center, includ-
ing server and networking resources. For example, 
re-engineering storage systems may be done in 
conjunction with a server consolidation project that 
combines high-performance hardware with virtualiza-
tion technology to reduce capital expenditures.

•   Multi-vendor experience: Choose consultants with a 
broad knowledge about a variety of vendor platforms 
and a willingness to suggest integrated rather than 
point solutions.
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To establish a solid and efficient storage program, IT 
managers need to take three key steps: 

1. Evaluate the current environment
2. Consider a refresh while evaluating the latest  
  storage technologies
3. Determine the possible role of service providers to  
  help with modernization plans

Step 1: Evaluate the Current Environment
Campuses have several options available for assess-

ing their storage. Options include using their internal 
resources, soliciting the help of third-party consultants 
and service providers, or combining the use of internal 
and external resources. The goal in each case is to profile 
current operations, quantify capacity levels and determine 
how effectively the school system is using existing storage 
resources. 

There are various levels of storage assessments, but a 
good assessment should lead to a clear understanding of 
the storage environment, and provide recommendations 
for improvements in storage architecture and technol-
ogy, backup, recovery, archiving, virtualization, utilization 
and management processes. Assessments look in detail 
at how data is being utilized, how often it is accessed and 
even how much data may be redundantly stored. (For more 
information, see the sidebar on the previous page ”Assess-
ments: A Valuable Baseline.”)

 Tracking Performance
Performance monitors built into storage area network 

(SAN) controllers can gather much of the information 
needed. For each class of hard drive, IT managers can deter-
mine the performance rates of their storage resources by 
comparing actual numbers to industry averages published by 
organizations such as PassMark Software1 and Tom’s Hard-
ware.2 Similarly, the information will show which resources 
are running at near capacity, as well as those that are under-
utilized because of ineffective load-balancing procedures. In 
many cases, the results may be surprising and could lead to 
optimization or cost-saving strategies.

For example, when American University ran numbers 
it gathered from a legacy SAN, it found the system was 
running at about 56 percent of capacity. In an unexpected 
resourcing paradox, there wasn’t any available space for 
new data, even though only a little more than half of the 
theoretical capacity was actually housing files. How could 
this be? Much of the ”capacity” was unused because it was 
needed solely to maintain performance levels. ”We couldn’t 
put anything on those drives in fear of slowing them down,” 
says Chris Gehring, senior director of technology operations 
at American University, which manages about 300 tera-
bytes of storage capacity.3

When Gehring and his staff compared the theoretical 
to the actual performance the school was deriving from 
its SAN, they came up with equally troubling numbers. 
”We were getting less than 40 percent of performance 

When American University ran numbers it 
gathered from a legacy SAN, it found the system 
was running at about 56 percent of capacity. In an 
unexpected resourcing paradox, there wasn’t any 
available space for new data, even though only a little 
more than half of the theoretical capacity was actually 
housing files.
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utilization out of our SAN because of how space was carved 
out,” he explains. This meant that about 10 percent of the 
disks were running at 100 percent of capacity, while about 
75 percent were idle, and roughly 15 percent were some-
where between being maxed out and neglected.

Utilizing the Data
American University found flaws in how storage capaci-

ties were allocated for individual applications. In particular, 
IT administrators had ranked what were considered to be 
the top three systems with the most stringent storage 
requirements — the database sat at the top, followed by 
the school’s ERP application and then the email platform. 
However, after gathering and analyzing performance num-
bers, the school found that email was the most demanding 
resource in terms of storage performance needs while the 
database and ERP solutions no longer even ranked in the 
top three. 

The university then used the data to create requests 
for proposals that it distributed to storage vendors when 
it solicited ideas for new technologies. Gehring indicated 
that the university would tell potential partners, ”This is our 
landscape today and here is what we think we are going to 
deploy in the future. Show us the system that could meet 
these requirements.” He and his staff then asked vendors to 
explain how the university could change allocation param-
eters in their solutions, using the actual data as a reference. 
”It was a huge eye opener,” he says. ”Depending on the 
system, changing the landscape could be a huge challenge — 
and in some cases, not even possible.” With the help of one 
primary storage vendor, American University used detailed 
performance data to design an environment that accom-
modates significantly higher data volumes while increasing 
utilization rates and reducing management overhead. 

Nearly any organization can use similar data to opti-
mize performance and utilization. Once an organization 
completes its storage system profiles and documents 
infrastructure characteristics, it has a strong foundation to 
identify current gaps in capacity and performance and esti-
mate future requirements. The overview data will provide 

guidance for addressing gaps and setting the stage for 
future success. Options may include centralizing storage, 
consolidating disks and storage arrays, and using the latest 
automated management tools to balance available capacity 
and achieve practical drive utilization levels.

 
Step 2: Consider a Storage Refresh

Despite the seemingly insatiable demand for more 
capacity, with the right storage systems, K-20 campuses 
can actually reduce their storage resources. The key is 
using available technologies that both optimize overall IT 
performance and enhance utilization levels of the underly-
ing storage infrastructure.

Reduce Complexity and Cost with Centralization 
Campuses should analyze how they implement storage 

resources across their entire organization. 
• Are storage resources decentralized, so that each 

department essentially maintains its own systems? 
• Are the resources direct attached storage (DAS), where 

PCs and servers use hard drives dedicated solely to 
that department and are expanded or swapped out to 
keep pace with rising capacity demands? 

While DAS is a traditional and accepted management 
technique, it may no longer be flexible or cost effective 
enough in today’s era of ballooning digital data. The DAS 
approach comes with significant management overhead 
required to keep all the disparate devices running. This 
often results in an impractical combination of unused and 
over-provisioned drives, where opportunities for sharing 

Despite the seemingly insatiable demand 
for more capacity, with the right storage systems, 
K-20 campuses can actually reduce their storage 
resources. The key is using available technologies 
that both optimize overall IT performance and 
enhance utilization levels of the underlying storage 
infrastructure.
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storage capacity could be missed. In addition, adequate 
data back-up and recovery programs as well as proper 
security protocols are difficult, if not impossible, to maintain 
in a fragmented storage environment. 

Centralized networked attached storage (NAS), SANs and 
virtualized storage solutions overcome these drawbacks 
and provide the cost-effective flexibility sought by most 
campuses today. With modern, affordable technology and 
tools that don’t require specialized expertise, centralized 
SAN and NAS solutions are an appropriate choice for orga-
nizations of all sizes.

As DAS systems give way to networked SANs and NAS 
systems, campuses create consolidated pools of storage to 
meet the changing needs of end users. For example, Keller 
Independent School District — one of the fastest growing 
school districts in Texas — found that implementing new 
technology in education was putting severe pressure on its 
existing storage environment. ”Teachers couldn’t get their 
email, and we couldn’t make files available for students,” 
says Joe Griffin, chief technology officer for Keller ISD.4  

As a result, Keller implemented a SAN solution that 
would scale readily and deliver greater performance and 
availability to its users. Now, adding new servers no longer 
results in additional disk costs. ”With six servers run-
ning with less expensive storage hardware, we saved over 
$6,000 in a year,” Griffin explains. ”We’re streaming video 
with no loss in performance, and we don’t have to take 
servers down now. We just plug them in, add storage and 
we’re done.” 

What to Look for in a SAN
• Determine the appropriate SAN technologies for your 

needs — Implement hybrid multi-disk arrays and multi-
protocol arrays — all of which help avoid performance 
bottlenecks and production downtime. Just as important, 
the arrays should be able to automatically perform many 
other essential management activities such as configur-
ing RAID and load balancing data across spindles and 
arrays to help optimize performance. The right SAN can 
reduce complexity even as storage volumes continue to 

rise. ”My storage administrators say that while we’ve 
doubled the number of SANs and quadrupled the amount 
of storage they need to manage, we’ve reduced their 
time managing it by somewhere around 300 percent,” 
says Gehring, senior director of technology operations at 
American University. 

• Evaluate storage arrays on the quality of the software — 
Automated management tools can eliminate the need to 
have a specialized storage administrator dedicated just 
to provisioning space. With the most advanced arrays, 
an administrator only has to provision how much space 
is needed and the SAN determines where to store the 
data in the virtual resource pool. The software can also 
find ways to increase performance. Instead of placing 
10 terabytes of information on 10 individual 1-terabyte 

“With six servers running with less expensive 
storage hardware, we saved over $6,000 in a year,” 
Griffin explains. ”We’re streaming video with no loss in 
performance, and we don’t have to take servers down 
now. We just plug them in, add storage and we’re 
done.”
- Joe GrIffIn, ChIef TeChnoloGy offICer, Keller IndependenT 
SChool dISTrICT
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drives, the tool may determine that access times will 
be shorter if it stores pieces of the file across 30 drives, 
which increases the number of spindles for faster input/
output operations. 

• Consider built-in storage virtualization technology — 
These capabilities will help campuses further improve 
performance and system efficiency. As with other virtual-
ized technologies, storage virtualization works by cut-
ting direct ties between physical devices and individual 
storage volumes, which further leverages the resource 
pooling efficiencies associated with SANs and NAS units. 
With some arrays, virtualized storage allows pools to 
span multiple disk trays or even storage arrays, which 
provides more options for dynamically allocating capac-
ity on the fly to better balance workloads. The result is 
greater flexibility through faster performance and opti-
mized utilization rates. To achieve these benefits without 
added management overhead, look for storage solutions 
that offer flexible, virtualized storage features that sim-
plify administration and enhance performance.

 
 Done right, virtualized storage can have a significant 

impact on overall storage costs. The technology advi-
sory firm Enterprise Storage Group estimates that some 
virtualized SANs can reduce total cost of ownership by 50 
percent.5 Keller ISD experienced similar benefits. ”We had 
100 servers in a room that was literally out of space. The 
combination of virtualized storage and servers shrunk 
our data center by 66 percent — reducing power costs 
and providing room to grow,” says Vaughan Hamblen, 
Keller ISD’s director of network services. 

• Ensure scalability for the future — Ultimately, choose a 
SAN that is flexible enough to meet your campus’ needs 
in the future. It is important to look for a solution that 
doesn’t require a ”forklift” upgrade down the road. When 
upgrading, there should be minimal downtime so that 
the campus is not negatively affected. Look for a solu-
tion with separate maintenance fees for software, or 

where software can be updated while still under war-
ranty. The warranty structure should be simple so that 
the solution doesn’t ”break the bank” when it comes 
time to renew.

Increase Efficiencies with Storage Tiers
Advanced SANs and storage virtualization become even 

more effective when they are combined with automated 
storage tiering technology, an option that can add cost 
efficiency to data management activities while helping keep 
pace with constantly changing performance requirements. 

Industry studies show that about 90 percent of data 
that organizations create is typically only accessed dur-
ing a short period immediately after being created. In fact, 
large percentages of data are called upon only once and are 
never touched again. Storage tiering applications automati-
cally take these realities into account and assign frequently 

”My storage administrators say that while 
we’ve doubled the number of SANs and 
quadrupled the amount of storage they need to 
manage, we’ve reduced their time managing it by 
somewhere around 300 percent.” 
 —  ChrIS GehrInG, SenIor dIreCTor of TeChnoloGy operaTIonS, 
amerICan UnIverSITy
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used files to high-performing devices (Tier 1 environments), 
such as 15,000 rpm Serial Attached SCSI (SAS) drives or 
solid state drives (SSD) when the highest throughput rates 
are required. Depending on usage patterns, only about 10 
to 20 percent of the total storage capacity includes data 
that is accessed frequently enough to justify a home on 
SAS and solid state drives. 

By constantly monitoring usage patterns, automated 
tiering can also identify formerly front-line information 
that’s being called on less frequently and is appropriate for 
migrating to a second tier (Tier 2) of less expensive, moder-
ate performance drives, such as 10,000 rpm SAS hardware.

Similarly, data that campuses rarely access but that 
must be retained for recordkeeping, such as student grades 
or information for regulatory compliance, move to a Tier 3 
environment for archiving, which consists of the slowest and 
least expensive devices — such as SATA drives. Thus, with 
automated tiering in place, an individual file may start out 
on speedy Tier 1 disks and gradually work its way down the 
other two tiers as the information is used less frequently. 

A tiering strategy can pay huge dividends for optimiza-
tion. For example, because email systems require high 
performance from the underlying IT infrastructure, organi-
zations often store all their mail files on the fastest disks. 
However, as much as 80 or 90 percent of that data may be 
old messages and attachments that aren’t being viewed 
any longer, but nevertheless aren’t being deleted. Tier-
ing technology can identify the idle files and move them 
to inexpensive SATA drives, leaving most of the space on 
the high-performance disks open and available. ”We find 
that when we need to do upgrades, we can buy additional 
cheaper disks as opposed to buying additional expensive 
disks,” American University’s Gehring says.

He also credits automated storage tiering with giving 
the university the flexibility it needs for its storage array 
to meet today’s new data management challenges. He 
contrasts this flexibility with the demands of a legacy stor-
age array that required the IT staff to make detailed upfront 
decisions about performance levels, the number of required 
disks and capacity allotments.  

3 New Storage Technologies That 
Deserve Consideration  
Thin provisioning — Allows IT managers to establish 
space allocation thresholds for services and applica-
tions. These resources then automatically get the 
capacity they need from the virtual pool up to a prede-
termined limit, all without having to carve out extra — 
and perhaps unavailable — space for possible future 
allotments. Keller ISD achieved optimal scalability 
thanks to thin provisioning and the ability to provision 
capacity as needed without having to pre-allocate disk 
space. ”Now we can grow without micromanagement, 
unused capacity or downtime,” says Griffin.

Data deduplication — Technologies that reduce the 
amount of storage capacity required to house unique 
data by automatically identifying and eliminating 
redundant data on either a file, block or bit level. A 
good deduplication system can assure that only one 
copy of an attachment ends up on a hard drive and 
uses slim, storage-sparing pointers to refer back to 
that file. 

Data compression — When combined with dedupli-
cation, file-shrinking data compression technology 
reduces file sizes even more, which saves on hard 
disk investments and alleviates strains on networks 
by enabling them to move less data throughout the 
pipeline. 
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”In a traditional storage world, you have to go in and 
say, ‘I’m going to carve off this piece of the SAN so that 
this application gets what it needs,’” Gehring explains. The 
downside was that those allocation decisions had to be 
made before the organization launched a new service, such 
as an additional email server. And the only way to judge 
how accurately the IT staff predicted allocation require-
ments was to gather performance data over a series of 
months and then analyze the performance information. 
This rearview mirror approach to storage optimization is 
becoming less and less practical as volumes balloon and 
performance requirements become stricter.

Contrast this with automated storage tiering, where 
embedded algorithms constantly monitor performance and 
usage rates and make appropriate adjustments down to 
sub-LUN (logical unit number) block levels (which allows a 
more granular control of data movement while maintaining 
a consistent LUN view) to constantly balance loads across 
the entire system. ”With a true virtual storage environment 
we just carve out what we need for the system and the SAN 
makes sure that the data goes to the right tier and then 
moves the data if the environment changes,” Gehring  says.

The result is that large groups of disks aren’t sitting idle 
while others are running at maximum capacity and deliv-
ering slow performance as a consequence. The university 
also runs technology that enhances automated tiering by 
dynamically moving the most frequently accessed data to 
the outer edges of the disks, which speeds access because 
the head that reads stored data needs to move smaller 
distances.

This level of control enabled American University to 
significantly reduce capital investments for storage sys-
tems. ”When we moved to a SAN with automatic balancing 
we actually deployed a system that had half the number of 
disks than with legacy hardware, which traditionally would 
have meant half the performance,” Gehring says. ”But since 
we were only getting 40 percent performance out of the 
original SAN, we knew that the smaller number of disks 
would take us to where we wanted to go, and we were 
almost spot on.”

Bolster Reliability with Data Protection and Disaster  
Recovery Strategies

Many K-20 campuses — even some of the largest univer-
sities — maintain relatively small IT staffs that are already 
burdened with keeping the primary technology environment 
operating reliably. Thus, once the SAN is implemented, busi-
ness continuity capabilities, such as data replication, should be 
automated as much as possible. The goal is to set up the repli-
cation system so that when a new file is stored on the primary 
system, a copy automatically appears in the backup resources.

Built-in support for RAID allows IT to store copies of 
critical data over a number of individual drives to provide 
fault-tolerance and increase I/O performance. SANs should 
also offer redundant internal components and enable 
swapping out faulty disks, controllers, power supplies and 
fans without storage system downtime. 

Best practices in data protection also call for organiza-
tions to maintain duplicate storage environments at a 

Thanks to the latest storage technology, 
american University can restore a virtual server in its 
business continuity site in 30 minutes or less, for a 
48-fold improvement in the university’s recovery time 
objectives.
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location geographically removed from the main data cen-
ter to protect information against natural or man-made 
disasters that destroy or incapacitate the main facility. For 
example, American University uses replication technology 
to instantly mirror its full production environment to an off-
site business continuity cluster that runs hardware identi-
cal to the production cluster, except for SSDs. The legacy 
system the university replaced had relied on tape-based 
disaster recovery, and bringing a system back to life often 
took 24 hours, Gehring says. Thanks to the latest storage 
technology, it can restore a virtual server in its business 
continuity site in 30 minutes or less, for a 48-fold improve-
ment in the university’s recovery time objectives.

When designing highly available, fault tolerant storage 
infrastructures, first set recovery goals for each application and 
data type based on how critical the individual resource is and 
how quickly the information will need to be recovered. Mission-
critical systems with immediate recovery scenarios will justify 
spending for full redundancy and the highest performing solu-
tions. For less critical systems, educational institutions may 
cope with having resources unavailable for hours, days or even 
weeks without harming operations, and can be served with 
more economical solutions. Paramount to any disaster recov-
ery plan is the ability to create a regular schedule for testing 
and uncovering any gaps in the event a real crisis occurs.  

Ensure Security and Compliance
The best storage systems work with complementary 

security technologies to keep data secure and tightly man-
aged. In day-to-day operations, this means having the right 
tools in place to comply with government regulations and 
records retention rules. Advanced storage systems offer 
built-in encryption technologies to protect data when it’s 
sitting in hard drives or traveling across network links to and 
from end users. 

Automation tools for efficient archiving help campuses 
conform to state and federal data retention policies by apply-
ing information lifecycle management (LCM) rules set by IT 
administrators. LCM automatically moves primary data files 
from production systems to disks and tape libraries set up for 

long-term retention and preservation. The auditing software 
that can be built into storage systems  maintains a constant 
record of who accessed data files and when — and if any edits 
were made, which helps campuses demonstrate the effective-
ness of their data retention policies for government regulators. 

In addition, write once, read many (WORM) capabilities 
assure that records aren’t altered after they’re created — a 
benefit particularly important for universities and libraries 
to preserve and protect their research data and digital col-
lections. Campuses must also have eDiscovery tools to dig 
through hundreds of terabytes of stored electronic records to 
quickly find data relevant to legal proceedings. 

Step 3: How Service Providers Can Help 
Designing and implementing a high-performance, cost-

effective and reliable storage infrastructure requires the 
right mix of technologies and architectures. Rather than 

Fortunately, the challenge of delivering cost-
effective storage solutions is getting easier thanks 
to a new generation of technologies, emerging best 
practices and consulting expertise designed for today’s 
digital education environment. 
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following a well-planned IT roadmap, campuses are often 
forced to build out their IT environments, including stor-
age systems, based on the types and timing of the grants 
they receive. Using this approach, institutions may acquire 
a variety of disparate technical solutions over time, only to 
realize the components have not been integrated in a way 
that allows efficient interoperability. Instead, the campuses 
try to manage disparate technology groups and struggle 
with evolving information management requirements. For-
tunately, school systems  don’t have to develop winning IT 
strategies on their own — storage consultants are available 
to provide systems design and implementation expertise. 

Look for storage implementation providers with exper-
tise in streamlining each step of the implementation pro-
cess, from the upfront design and project planning phases 
to the actual installation and provisioning of resources.

Conclusion: Storage, Front and Center
Storage systems are no longer behind-the-scenes IT resources 
important only to the technical experts running the campus 
data centers. Whether the administrative staff and stu-
dents know it or not, their productivity and ability to experi-
ence the full impact of today’s latest technologies hinge on 
how well disk drives, SSDs, arrays and other elements of 
the storage infrastructure support and fulfill performance 
and data demands. Fortunately, the challenge of delivering 
cost-effective storage solutions is getting easier thanks to a 
new generation of technologies, emerging best practices and 
consulting expertise designed for today’s digital education 
environment.  
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Is Cloud Storage the Answer?
There’s a lot to like — and a lot to consider — when it 

comes to moving storage infrastructures to the cloud. Many 
campuses will want to take a slow, incremental approach to 
evaluating cloud storage and whether a move makes sense 
for their organization. 

Cloud Benefits
What’s good about the cloud? First, efficient cloud 

technologies can provide the potential for school systems 
to reduce capital expenses devoted to their storage environ-
ment. By using cloud resources to contract for pay-as-you-
go capacity funded by operating expenses, administrators 
purchase only what they need when they need it without 
sinking funds into expensive and depreciating capital equip-
ment. That cost control flexibility delivers significant advan-
tages in an era of exploding capacity requirements that 
would ordinarily push organizations to regularly provision 
new drives and storage arrays.

The cloud also relieves storage management and main-
tenance burdens for internal IT staff, who can then focus 
more time on strategic initiatives that improve education 
outcomes and teaching/learning activities. 

Add to that the expertise of cloud providers that special-
ize in storage systems who can offer high levels of availabil-
ity while containing costs. The result is that campuses can 
more easily meet peak load requirements at the beginning 
and end of semesters, while seeing higher service levels from 
cloud-based storage systems for equivalent or less cost. 

Cloud Concerns
For most organizations, the biggest concern around 

cloud technologies is security. Shared (public) cloud envi-
ronments operate under the principle of multi-tenancy, 
where cloud subscribers use the same storage systems, 
servers, applications, databases and other IT resources. 
While this model keeps costs affordable, organizations 

must carefully evaluate a potential service provider’s secu-
rity methodologies. The ability to securely partition shared 
resources is possible, but it happens only when providers 
have the right systems and staff in place to eliminate the 
risk of data breaches. Alternatives include a private cloud 
environment on the campus’ premises, or only using a 
shared cloud for low-sensitivity storage, such as email back-
up or long-term archiving of rarely accessed databases. It 
is also worth noting that in many instances, sophisticated 
service providers can actually provide a more comprehensive 
overall security program than a school system.

Campuses also must negotiate service level agreements 
that assure cloud providers will deliver needed performance 
and availability levels, and have detailed remediation plans in 
place in case service falls short of agreed-upon thresholds. 

Finally, because storage technology continues to evolve 
and improve, campuses should understand a cloud provider’s 
technology roadmap and receive regular updates showing 
how new innovations are helping improve performance.
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1. http://www.harddrivebenchmark.net/
2. http://www.tomshardware.com/charts/hard-drives-and-ssds,3.html
3. Comments from Chris Gehring, American University, during a Center for Digital Education interview on December 9, 2011.
4. All information about Keller Independent School District from Dell Case Study, ”Keller ISD exceeds cost, performance standards with Dell Compellent 

Storage Center SAN.”
5. Dell EqualLogic TCO Analysis: The Economics of EqualLogic Virtualized iSCSI Storage

Endnotes

A Storage Glossary 
New technologies, tools and practices are helping campuses 

improve storage system performance and optimize resources.

Data compression — file-shrinking technology that helps 
reduce storage capacity requirements.

Logical unit number (LUN) — a unique identifier that is 
used to name individual or collections of hard disk devices 
addressed by the SCSI protocol or other similar interface.  

Networked storage — an alternative to hard drives 
attached directly to servers and PCs; this approach creates 
consolidated pools of storage capacity for fast resource 
provisioning of storage space. 

Data deduplication — process of identifying and eliminating 
redundant data to reduce overall capacity needs and relieve 
stress on backup and networking systems. 

Solid state drives (SSDs) — devices that behave similar to 
hard drives, but are built on solid state memory enabling 
higher transactional performance and lower latency.

Storage area network (SAN) — a networked pool of 
disks that enables centralized administration of storage 
resources; often involves high performance and reliability 
technologies, including redundant and ”hot swappable” 
components. 

Storage tiering — tools that constantly monitor how often 
data is being accessed and automatically moves that data 
to the most appropriate storage tier based on these usage 
patterns. Rarely used data is housed on the slowest and 
least expensive devices.

Storage virtualization — technology that separates physi-
cal devices from individual storage volumes and makes it 
possible for IT managers to create pools of storage that 
span multiple storage tiers. 

Thin provisioning — separates storage allocation from 
storage consumption eliminating the need to over-pur-
chase and pre-allocate disk space. Storage space can be 
assigned to applications, but the space is not consumed 
until data is actually written to the drives. 
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